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## Introduction

Let $(X, x)$ be a germ of a normal complex surface singularity and $f: \tilde{X} \longrightarrow$ $X$ a good resolution with exceptional divisor $E$. It is known that the topology of the singularity is determined by the weighted dual graph $\Gamma_{E}$ of $E$. A divisor on $\tilde{X}$ supported in $E$ is called a cycle. The fundamental cycle $Z_{E}$ is by definition the smallest one among the cycles $F>0$ such that $-F$ is nef, i.e., $F E_{i} \leq 0$ for every irreducible component $E_{i}$ of $E$. The fundamental cycle is a topological invariant; in fact, it is determined by $\Gamma_{E}$. Let $\mathfrak{m}$ be the maximal ideal of the local ring $\mathcal{O}_{X, x}$. For a non-zero function $h \in \mathfrak{m}$, let $(h)_{E}$ denote the exceptional part of the zero divisor $\operatorname{div}_{\tilde{X}}(h)$. Then the smallest one among the cycles $(h)_{E}, h \in \mathfrak{m} \backslash\{x\}$, is called the maximal ideal cycle and denoted by $Z_{\mathfrak{m}}$. This cycle is an analytic invariant and cannot be determined by $\Gamma_{E}$ in general. We have $Z_{E} \leq Z_{\mathfrak{m}}$ by the definition of these cycles. Therefore it is a natural question to ask whether $Z_{E}=$ $Z_{\mathfrak{m}}$. This equality holds on the minimal resolution for rational singularities ([2]), minimally elliptic singularities ([17]), weakly elliptic Gorenstein singularities with rational homology sphere link $([22])$, and for hypersurface $\left\{z^{n}=f(x, y)\right\}$ with certain conditions ([5], [33]). However, in general, it is difficult to identify the maximal ideal cycle (cf. [30], [23], [26]).

In this thesis, we consider a germ $(X, o) \subset\left(\mathbb{C}^{m}, o\right)$ of an isolated complete intersection singularity of Brieskorn type defined by

$$
X=\left\{\left(x_{i}\right) \in \mathbb{C}^{m} \mid q_{j 1} x_{1}^{a_{1}}+\cdots+q_{j m} x_{m}^{a_{m}}=0, \quad j=3, \ldots, m\right\}
$$

where $a_{i} \geq 2$ are integers. Then $(X, o)$ is a normal surface singularity by Serre's criterion for normality. Neumann [24] proved that the universal abelian cover of a weighted homogeneous normal surface singularity with rational homology sphere link is a complete intersection surface singularity of this type. It is known that the resolution graph of the minimal good resolution of a weighted homogeneous surface singularity can be recovered from the Seifert invariants of the link. The Seifert invariant of the link of $(X, o)$ is in fact obtained in $[\mathbf{1 0}, \S 7]$ ([27] for hypersurface case); however the construction of the good resolution is needed for the computation of the maximal ideal cycle.

In [13, §2], Konno and Nagashima constructed a good resolution of the Brieskorn hypersurface singularity $\left\{x_{0}^{a_{0}}+x_{1}^{a_{1}}=x_{2}^{a_{2}}\right\}$ with $2 \leq a_{0} \leq a_{1} \leq a_{2}$ using a covering method due to Tomaru ([34], [36]) and Fujiki ([7]). We employ their method to construct a good resolution of $(X, o)$ and the aim is to identify the maximal ideal cycle on the minimal good resolution of $(X, o)$. We give concrete descriptions of the maximal ideal cycle and the fundamental cycle, a condition for the coincidence of these cycles, and a condition for the singularity to be a Kodaira singularity; every condition is expressed by the integers $a_{1}, \ldots, a_{m}$. The thesis is divided into two chapters.

In Chapter 1, we introduce some basic facts about singularities, blowing up, the resolution of normal surface singularities, the fundamental cycle and the maximal ideal cycle. We also introduce the cyclic quotient singularities and their fundamental facts. In the last section, we review the main results of Konno and Nagashima, that is, the concrete descriptions of the fundamental cycle and the maximal ideal cycle over Brieskorn hypersurface singularities.

In Chapter 2, we describe our main results due to [20]. In Section 2.1, we give the construction of a partial resolution of $(X, o)$ with cyclic quotient singularities. In Section 2.2, we compute the zero divisors of the pull-back of the coordinate functions $x_{1}, \ldots, x_{m}$. The main results are as follows:

Theorem (Theorem 2.9 in Section 2.2). Let

$$
Z^{(i)}=\lambda_{0}^{(i)} E_{0}+\sum_{w=1}^{m} \sum_{\nu=1}^{s_{w}} \sum_{\xi=1}^{\hat{g}_{w}} \lambda_{w, \nu, \xi}^{(i)} E_{w, \nu, \xi}(1 \leq i \leq m) .
$$

Then $\lambda_{0}^{(i)}$ and the sequence $\left\{\lambda_{w, \nu, \xi}^{(i)}\right\}$ are determined by the following:

$$
\begin{aligned}
& \lambda_{w, 0, \xi}^{(i)}:=\lambda_{0}^{(i)}:=e_{i m}, \\
& \lambda_{w, s_{w}+1, \xi}^{(i)}:= \begin{cases}1 & \text { if } w=i \\
0 & \text { if } w \neq i,\end{cases} \\
& \lambda_{w, \nu-1, \xi}^{(i)}=\lambda_{w, \nu, \xi}^{(i)} c_{w, \nu}-\lambda_{w, \nu+1, \xi}^{(i)} .
\end{aligned}
$$

The cycle $Z^{(i)}$ is the smallest one among the cycles $Z>0$ such that $-Z$ is nef and the coefficients of $E_{0}$ in $Z$ is $e_{i m}$.

In Section 2.3, we give concrete description of the fundamental cycle, and compute the fundamental genus and the canonical cycle.

Assume that $a_{1} \leq \cdots \leq a_{m}$. Then we have the following main results.
Theorem (Theorem 2.13 in Section 2.3). Let

$$
Z_{E}=\theta_{0} E_{0}+\sum_{w=1}^{m} \sum_{\nu=1}^{s_{w}} \sum_{\xi=1}^{\hat{g}_{w}} \theta_{w, \nu, \xi} E_{w, \nu, \xi}
$$

be the fundamental cycle. Then $\theta_{0}$ and the sequence $\left\{\theta_{w, \nu, \xi}\right\}$ are determined by the following:

$$
\begin{aligned}
& \theta_{w, 0, \xi}:=\theta_{0}:=\min \left(e_{m m}, \alpha_{1} \cdots \alpha_{m}\right) \\
& \theta_{w, \nu, \xi}=\left\lceil\theta_{w, \nu-1, \xi} / \epsilon_{w, \nu}\right\rceil\left(1 \leq \nu \leq s_{w}\right) .
\end{aligned}
$$

Lemma (Lemma 2.15 in Section 2.3). $Z_{E}=Z^{(m)}$ if and only if $e_{m m} \leq$ $\alpha_{1} \cdots \alpha_{m}$.

In Section 2.4, we identify the maximal ideal cycle and give a condition for the coincidence of the fundamental cycle and the maximal ideal cycle.

We keep the assumption that $a_{1} \leq \cdots \leq a_{m}$. The main result is as follows:

Theorem (Theorem 2.18 in Section 2.4). We have $Z^{(m)} \leq \cdots \leq Z^{(1)}$. Hence $Z_{\mathfrak{m}}=Z^{(m)}$. Furthermore, the maximal ideal cycle coincides with the fundamental cycle on the minimal good resolution space and on $\tilde{X}$ if and only if $e_{m m} \leq \alpha_{1} \cdots \alpha_{m}$.

In Section 2.5, we give a condition for the singularity $(X, o)$ to be a Kodaira singularity following Konno and Nagashima. The main result is as follows:

Theorem (Theorem 2.25 in Section 2.5). ( $X, o$ ) is a Kodaira singularity if and only if $d_{m-1} \leq a_{m}$.
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## Chapter 1

## Preliminaries

In this chapter, we mainly introduce some basic facts about singularities, blowing up which is a useful tool for removing the singularities. We also introduce the cyclic quotient singularities and their fundamental facts. At last, we review the main results of Konno and Nagashima, i.e., the concrete descriptions of the fundamental cycle and the maximal ideal cycle over the Brieskorn hypersurface singularities $\left(V_{a_{0}, a_{1}, a_{2}}, o\right):=\left(\left\{x_{0}^{a_{0}}+x_{1}^{a_{1}}=x_{2}^{a_{2}}\right\}, o\right)$, where $a_{i}$ 's are integers and $2 \leq a_{0} \leq a_{1} \leq a_{2}$.

### 1.1. Singularities

By a complex variety we mean an irreducible reduced complex analytic space defined over $\mathbb{C}$. Let $X=\left(X, \mathcal{O}_{X}\right)$ be a complex analytic space. Let $x$ be a point of $X$. We denote by $\operatorname{dim}_{x} X$ the dimension of $X$ at $x$, and denote by $\operatorname{dim} X$ the global dimension of $X$. There exists the smallest positive integer $e$ such that a neighborhood $U$ of $x$ is biholomorphic to a closed complex subspace of a domain in $\mathbb{C}^{e}$. This integer is called the embedding dimension of $X$ at $x$, and denoted by embdim ${ }_{x} X$. It is clear that for any point $x \in X$, there exists an open neighborhood $U$ such that $\operatorname{embdim}_{x} X \geq \operatorname{embdim}_{y} Y$ for any $y \in U$. Hence the function defined by $x \mapsto \operatorname{embdim}_{x} X$ is upper semi-continuous, i.e., for any $n \in \mathbb{Z}$ the set $\left\{x \in X \mid \operatorname{embdim}_{x} X \geq n\right\}$ is closed.

We take an open neighborhood $U$ of $x \in X$ which is a closed complex subspace of a domain $D \subset \mathbb{C}^{m}$ with coordinates $z_{1}, \ldots, z_{m}$. Let $f_{1}, \ldots, f_{k}$ be functions on $D$ such that $\mathcal{O}_{X, x}=\mathcal{O}_{D, x} /\left(f_{1 x}, \ldots, f_{k x}\right)$, where $f_{i x}$ denotes the germ of $f_{i}$ at $x \in D$. We denote by $J_{x}\left(f_{1}, \ldots, f_{k}\right)$ the Jacobian matrix at $x$, i.e.,

$$
J_{x}\left(f_{1}, \ldots, f_{k}\right)=\left(\frac{\partial f_{i}}{\partial z_{j}}(x)\right) .
$$

Theorem 1.1. In the situation above, we have

$$
\operatorname{rank} J_{x}\left(f_{1}, \ldots, f_{k}\right)+\operatorname{embdim}_{x} X=m
$$

Proof. Let $x=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{C}^{m}$. We put

$$
e=\operatorname{embdim}_{x} X \text { and } r=\operatorname{rank} J_{x}\left(f_{1}, \ldots, f_{k}\right) .
$$

By reordering suffices, we may assume that

$$
\operatorname{det}\left(\frac{\partial f_{i}}{\partial z_{j}}(x)\right)_{1 \leq i, j \leq r} \neq 0
$$

Set $w_{1}=f_{1}, \ldots, w_{r}=f_{r}, w_{r+1}=z_{r+1}-x_{r+1}, \ldots, w_{m}=z_{m}-x_{m}$. Then, by the implicit function theorem, we may regard the functions $w_{1}, \ldots, w_{m}$ as the coordinates at $x \in \mathbb{C}^{m}$. Hence a neighborhood of $x \in X$ is a closed complex subspace of an $(m-r)$-dimensional domain $\left\{w_{1}=\cdots=w_{r}=0\right\} \subset \mathbb{C}^{m}$. This means that $e \leq m-r$.

Next we show that $e \geq m-r$. Since $\mathcal{O}_{X, x}$ is a quotient of $\mathcal{O}_{\mathbb{C}^{e}, x}$, there exist the functions $g_{1}, \ldots, g_{e}$ on a neighborhood of $x \in \mathbb{C}^{m}$ which generate the maximal ideal of $\mathcal{O}_{X, x}$. Then the functions $f_{1}, \ldots, f_{k}, g_{1}, \ldots, g_{e}$ generate the maximal ideal of $\mathcal{O}_{\mathbb{C}^{m}, x}$, and thus $\operatorname{rank} J_{x}\left(f_{1}, \ldots, f_{k}, g_{1}, \ldots, g_{e}\right)=m$. Hence we see that $r \geq$ $m-e$.

Example 1.2. Let $f_{1}=x+y^{2}, f_{2}=x+y$ be functions on $\mathbb{C}^{3}$. Then the Jacobian matrix at the origin $o:=(0,0,0)$ is

$$
J_{o}\left(f_{1}, f_{2}\right)=\left(\begin{array}{ccc}
\frac{\partial f_{1}}{\partial x}(o) & \frac{\partial f_{1}}{\partial y}(o) & 0 \\
\frac{\partial f_{2}}{\partial x}(o) & \frac{\partial f_{2}}{\partial y}(o) & 0
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
1 & 1 & 0
\end{array}\right)
$$

and then $\operatorname{rank} J_{o}\left(f_{1}, f_{2}\right)=2$. We may regard the functions $f_{1}=x+y^{2}, f_{2}=x+y, z$ as the coordinates at $o \in \mathbb{C}^{3}$. Clearly a neighborhood of $o \in X$ is a complex line $\left\{f_{1}=f_{2}=0\right\}$. This means that embdim ${ }_{o} X=1$. Thus $\operatorname{rank} J_{o}\left(f_{1}, f_{2}\right)+$ $\operatorname{embdim}_{o} X=2+1=3$.

Corollary 1.3. Let $\mathfrak{m}_{x}$ be the maximal ideal of $\mathcal{O}_{X, x}$. Then

$$
\operatorname{embdim}_{x} X=\operatorname{dim}_{\mathbb{C}} \mathfrak{m}_{x} / \mathfrak{m}_{x}^{2} .
$$

Proof. In the situation above, it suffices to show that $\operatorname{dim}_{\mathbb{C}} \mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}=m-r$. Let $\mathfrak{n}_{x}$ be the maximal ideal of $\mathcal{O}_{\mathbb{C}^{m}, x}$ and $\mathfrak{f}$ the ideal of $\mathcal{O}_{\mathbb{C}^{m}, x}$ generated by $f_{1 x}, \ldots, f_{k x}$. Then $\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2} \cong \mathfrak{n}_{x} /\left(\mathfrak{n}_{x}^{2}+\mathfrak{f}\right)$. We define a map $a: \mathcal{O}_{\mathbb{C}^{m}, x} \longrightarrow \mathbb{C}^{m}$ by

$$
a(f)=\left(\frac{\partial f}{\partial z_{1}}(x), \ldots, \frac{\partial f}{\partial z_{m}}(x)\right) .
$$

Then it is clear that $\operatorname{dim}_{\mathbb{C}} a(\mathfrak{f})=r$ and that $a$ induces an isomorphism $a^{\prime}$ : $\mathfrak{n}_{x} / \mathfrak{n}_{x}^{2} \longrightarrow \mathbb{C}^{m}$. Since $a^{\prime}$ induces an isomorphism $\left(\mathfrak{f}+\mathfrak{n}_{x}^{2}\right) / \mathfrak{n}_{x}^{2} \longrightarrow a(\mathfrak{f})$, we obtain that

$$
\operatorname{dim}_{\mathbb{C}} \mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}=\operatorname{dim}_{\mathbb{C}} \mathfrak{n}_{x} / \mathfrak{n}_{x}^{2}-\operatorname{dim}_{\mathbb{C}}\left(\mathfrak{f}+\mathfrak{n}_{x}^{2}\right) / \mathfrak{n}_{x}^{2}=m-r .
$$

We denote by $\Omega_{X}^{1}$ the sheaf of differential 1-forms on $X$. For any point $x \in X$, $\Omega_{X, x}^{1}$ is generated by $d f, f \in \mathcal{O}_{X, x}$, with the properties
(1) for $f \in \mathbb{C}, d f=0$;
(2) for $f, g \in \mathcal{O}_{X, x}, d(f+g)=d f+d g$ and $d(f g)=f d g+g d f$.

Lemma 1.4. $\operatorname{dim}_{\mathbb{C}} \Omega_{X, x}^{1} / \mathfrak{m}_{x} \Omega_{X, x}^{1}=\operatorname{dim}_{\mathbb{C}} \mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}$.
Proof. The homomorphism $\Omega_{X, x}^{1} / \mathfrak{m}_{x} \Omega_{X, x}^{1} \longrightarrow \mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}$, defined by

$$
\left(d f \quad \bmod \mathfrak{m}_{x} \Omega_{X, x}^{1}\right) \mapsto\left(f-f(x) \quad \bmod \mathfrak{m}_{x}^{2}\right)
$$

is an isomorphism.

Corollary 1.5. In the situation above, we have the following:
(1) $\operatorname{dim}_{x} X \leq \operatorname{embdim}_{x} X$;
(2) $\operatorname{dim}_{x} X \leq \operatorname{dim}_{\mathbb{C}} \Omega_{X, x}^{1} / \mathfrak{m}_{x} \Omega_{X, x}^{1}$;
(3) $r \leq m-\operatorname{dim}_{x} X$.

If the equality holds in one of the above, then it holds in the others.

Proof. By Matsumura [19, p. 104, 5.14], $\operatorname{dim} \mathcal{O}_{X, x} \leq \operatorname{dim}_{\mathbb{C}} \mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}$. Since $\operatorname{dim}_{x} X=\operatorname{dim} \mathcal{O}_{X, x}$, (1) follows from Corollary 1.3. Now the rest of the assertion follows from (1), Theorem 1.1, Corollary 1.3 and Lemma 1.4.

Definition 1.6. Let $X$ be a complex analytic space. A point $x \in X$ is called a non-singular point if the equality $\operatorname{dim}_{x} X=\operatorname{embdim}_{x} X$ holds. A point $x \in X$ is called a singular point if which is not a non-singular point. We denote by $\operatorname{Sing}(X)$ the set of singular points of $X$, and call it the singular locus of $X$. A complex analytic space $X$ is said to be non-singular if any point of $X$ is a non-singular point, and said to be singular if it is not non-singular. A complex analytic space $X$ is said to be normal, Gorenstein or Cohen-Macaulay if the local ring $\mathcal{O}_{X, x}$ has such a property for any $x \in X$.

A point $x \in X$ is a non-singular point if and only if $\mathcal{O}_{X, x}$ is isomorphic to a convergent power series ring. By definition, complex manifolds are non-singular complex analytic spaces. Corollary 1.5 implies that a point $x \in X$ is a nonsingular point if and only if $r=m-\operatorname{dim}_{x} X$ : this assertion is called the Jacobian criterion of non-singularity.

Theorem 1.7. Let $X$ be a complex variety. Then $\operatorname{Sing}(X)$ is a proper analytic subset of $X$.

Proof. We follow the notation above. Set $n=\operatorname{dim} X$. A point $x \in U \subset X$ is a singular point if and only if $\operatorname{rank} J_{x}\left(f_{1}, \ldots, f_{k}\right)<m-n$. Hence $\operatorname{Sing}(U)$ is the analytic subset of the domain $D$ defined by the functions $f_{1}, \ldots, f_{k}$ and the all determinants of $(m-n) \times(m-n)$ sub-matrices of the Jacobian matrix $\left(\partial f_{i} / \partial z_{j}\right)$.

If $U$ is sufficiently small, then $U$ is a finite branched analytic covering of a domain in $\mathbb{C}^{n}$. This shows that $\operatorname{Sing}(U)$ is a proper subset of $U$.

Theorem 1.8. Let $X$ be a complex variety.
(1) If $X$ is normal, then $\operatorname{dim} \operatorname{Sing}(X) \leq \operatorname{dim} X-2$.
(2) If $X$ is Cohen-Macaulay and $\operatorname{dim} \operatorname{Sing}(X) \leq \operatorname{dim} X-2$, then $X$ is normal.
(3) The following are equivalent:
(a) $X$ is normal;
(b) for any open subset $U \subset X$, the restriction

$$
\Gamma\left(U, \mathcal{O}_{X}\right) \longrightarrow \Gamma\left(U \backslash \operatorname{Sing}(X), \mathcal{O}_{X}\right)
$$

is bijective.

Proof. See Fischer [6, p. 119-120].

Definition 1.9. Let $(X, x)$ be a germ of a complex variety $X$ at $x$. We simply call it a singularity. A singularity $(X, x)$ is said to be isolated if there exists an open neighborhood $U$ of $x$ such that $\operatorname{Sing}(U)=\{x\}$. A singularity $(X, x)$ is said to be normal, complete intersection, Gorenstein or Cohen-Macaulay if the local ring $\mathcal{O}_{X, x}$ has such a property. A hypersurface singularity is a complete intersection singularity with $\operatorname{emb}^{2} \operatorname{dim}_{x} X=\operatorname{dim} X+1$. Unless stated otherwise, $X$ denotes a Stein variety whenever we call $(X, x)$ a singularity. We always assume that $\operatorname{Sing}(X)=\{x\}$ if $(X, x)$ is an isolated singularity.

Remark 1.10. By Theorem 1.8, any isolated Cohen-Macaulay singularity is normal. For any singularity, we have the following implications:
hypersurface $\Rightarrow$ complete intersection $\Rightarrow$ Gorenstein $\Rightarrow$ Cohen-Macaulay. See Matsumura [19, p. 171].

Definition 1.11. Let $X$ be a complex variety. The morphism $\phi: X_{\text {norm }} \longrightarrow$ $X$ is said to be the normalization of $X$ if
(1) $X_{\text {norm }}$ is normal;
(2) $\phi$ is finite and surjective;
(3) if $N=\{x \in X \mid(X, x)$ is not normal $\}$, then $X_{\text {norm }} \backslash \phi^{-1}(N)$ is isomorphic to $X \backslash N$.

Definition 1.12. Let $f: Y \longrightarrow X$ be a morphism of complex varieties such that
(1) $f$ is proper and surjective;
(2) there exist proper analytic subsets $A \subset X$ and $B \subset Y$ such that the restriction $Y \backslash B \longrightarrow X \backslash A$ of $f$ is an isomorphism.

Then we call $f$ a modification. Suppose that $A$ and $B$ are the minimal subsets with the property above, and that $X$ and $Y$ are normal. The subset of $B$, which is the sum of all irreducible components $B_{i}$ with $\operatorname{dim} B_{i}>\operatorname{dim} f\left(B_{i}\right)$ is called the exceptional set of $f$. The divisor on $Y$, which is the sum of all prime divisors supported in the exceptional set, is called the exceptional divisor of $f$. Let $V$ be a closed complex subvariety of $X$ such that $V \nsubseteq A$. Then the closure of $f^{-1}(V \backslash A)$ is called the strict transform of $V$ by $f$, and denoted by $f_{*}^{-1} V$. If $D=\sum a_{i} D_{i}$ is a divisor on $X$ with prime divisors $D_{i}$, then we denote by $f_{*}^{-1} D$ the divisor $\sum a_{i} f_{*}^{-1} D_{i}$.

Definition 1.13. Let $M$ be a complex manifold and $D$ a reduced divisor on $M$. Then $D$ is said to have only normal crossings if at each point of $D$, the defining equation of $D$ can be written as $\prod_{i=1}^{k} z_{i}$, where $\left\{z_{1}, \ldots, z_{k}\right\}$ is a part of suitable local coordinates. Moreover if each irreducible component of $D$ is non-singular, then $D$ is said to have only simple normal crossings.

Definition 1.14. Let $X$ be a complex variety. A modification $f: M \longrightarrow X$ is called a resolution of singularities of $X$ if $M$ is non-singular and the restriction

$$
M \backslash f^{-1}(\operatorname{Sing}(X)) \longrightarrow X \backslash \operatorname{Sing}(X)
$$

is an isomorphism. We call $M$ a resolution space. A resolution $f: M \longrightarrow X$ is called a good resolution if $f^{-1}(\operatorname{Sing}(X))$ is a subvariety of pure codimension

1 and has only simple normal crossings. If $(X, x)$ is isolated, then we write the resolution as $f:(M, A) \longrightarrow(X, x)$, where $A=f^{-1}(\operatorname{Sing}(X))$ : in this case we may regard $f:(M, A) \longrightarrow(X, x)$ as a morphism of germs.

Theorem 1.15 (Hironaka [9]). Any singularity admits a good resolution.

### 1.2. Blowing up

Definition 1.16. Let $X$ be a complex analytic space and $\mathcal{I}$ a sheaf of ideals on $X$. Let $f: Y \longrightarrow X$ be a morphism of complex analytic spaces. We define the inverse image ideal sheaf $\mathcal{I} \mathcal{O}_{Y} \subset \mathcal{O}_{Y}$ to be the image of the natural homomorphism $f^{*} \mathcal{I} \longrightarrow \mathcal{O}_{Y}$.

Definition 1.17. Let $X$ be a complex variety, $C$ a closed subvariety and $\mathcal{I}$ its sheaf of ideals. Then there exists a unique proper morphism $f: Y \longrightarrow X$ of varieties which satisfies the following (see Fischer [6, 4.1]):
(1) the inverse image ideal sheaf $\mathcal{I} \mathcal{O}_{Y}$ is invertible;
(2) if $g: Z \longrightarrow X$ is a morphism of complex analytic spaces such that $\mathcal{I O}_{Z}$ is invertible, then there exists a unique morphism $h: Z \longrightarrow Y$ such that $g=f \circ h ;$
(3) the restriction $Y \backslash f^{-1}(C) \longrightarrow X \backslash C$ of $f$ is an isomorphism;
(4) if $X$ is a manifold and $C$ is a submanifold, then $Y$ is also a manifold.

We call the morphism $f$ the blowing up of $X$ with center $C$, or the blowing up of $X$ with respect to the ideal sheaf $\mathcal{I}$. The morphism $f$ is also called a blowing down when $X$ is viewed as constructed from $Y$.

A resolution of a singularity is obtained by a finite succession of blowing ups with non-singular centers.

Example 1.18. We construct the blowing up of $\mathbb{C}^{n}$ with center the origin. Let $z_{1}, \ldots, z_{n}$ be the coordinates of $\mathbb{C}^{n}$, and ( $Z_{1}: \cdots: Z_{n}$ ) the homogeneous
coordinates of $\mathbb{P}^{n-1}$. Let $M$ be a subvariety of $\mathbb{C}^{n} \times \mathbb{P}^{n-1}$ defined by the equations

$$
z_{i} Z_{j}-z_{j} Z_{i}=0, \quad i, j=1, \ldots, n
$$

Then the blowing up $f: M \longrightarrow \mathbb{C}^{n}$ is induced by the projection $\mathbb{C}^{n} \times \mathbb{P}^{n-1} \longrightarrow$ $\mathbb{C}^{n}$ :


Let $E=f^{-1}(o)$. We put

$$
U_{i}=\left\{p \in \mathbb{P}^{n-1} \mid Z_{i}(p) \neq 0\right\}, M_{i}=M \cap\left(\mathbb{C}^{n} \times U_{i}\right) .
$$

Then $M_{i}$ is isomorphic to the affine space $\mathbb{C}^{n}$ and which has the coordinates

$$
Z_{1} / Z_{i}, \ldots, Z_{i-1} / Z_{i}, z_{i}, Z_{i+1} / Z_{i}, \ldots, Z_{n} / Z_{i}
$$

Let $w_{i}=Z_{i} / Z_{1}, i=2, \ldots, n$. The restriction $f_{1}: M_{1} \longrightarrow \mathbb{C}^{n}$ of $f$ is given by $z_{1}=z_{1}, z_{j}=z_{1} w_{j}, j=2, \ldots, n$, and $E \cap M_{1}$ is defined by the function $z_{1}$ in $M_{1}$. This shows that $E=\{o\} \times \mathbb{P}^{n-1} \cong \mathbb{P}^{n-1}$. Let $Y$ be a hypersurface in a neighborhood of the origin defined by a holomorphic function $g(z)=\sum_{i \geq k} g_{i}(z)$, where each $g_{i}(z)=g_{i}\left(z_{1}, \ldots, z_{n}\right)$ denotes a homogeneous polynomial of degree $i$ and $g_{k}(z) \neq 0$. Let

$$
h\left(z_{1}, w\right)=g\left(z_{1}, z_{1} w_{2}, \ldots, z_{1} w_{n}\right) / z_{1}^{k} .
$$

Then the strict transform of $Y$ is defined by $h\left(z_{1}, w\right)$ in $M_{1}$. Since $f^{*} g(z)=$ $z_{1}^{k} h\left(z_{1}, w\right)$, we see that $f^{*} Y=k E+f_{*}^{-1} Y$.

Example 1.19. Let $X \subset \mathbb{C}^{3}$ be a hypersurface defined by $g\left(z_{1}, z_{2}, z_{3}\right)=$ $z_{1}^{2}+z_{2}^{2}+z_{3}^{2}=0$. Then $\operatorname{Sing}(X)=\{(0,0,0)\}$. Let $f: \tilde{X} \longrightarrow X$ be the blowing up of $X$ at $o:=(0,0,0)$. Following the situation of Example 1.18, the strict transform $f_{*}^{-1} X$ of $X$ is defined by $h\left(z_{1}, w\right):=g\left(z_{1}, z_{1} w_{2}, z_{1} w_{3}\right) / z_{1}^{2}=1+w_{2}^{2}+w_{3}^{2}$
in $M_{1}$ and $f_{*}^{-1} X$ is non-singular. Thus the blowing up $f: \tilde{X} \longrightarrow X$ is a good resolution with exceptional set $E=f^{-1}(o) \cong \mathbb{P}^{1}$.

Let $S$ be a non-singular surface, not necessarily compact. Let $D=\sum a_{i} D_{i}$ be a divisor on $S$, where $D_{i}$ 's are mutually distinct prime divisors. We put $D_{\text {red }}=\sum_{a_{i} \neq 0} D_{i}$. The divisor $D$ is said to be connected if the support of $D$ is connected, and said to be positive if $D$ is effective and $D \neq 0$. If the support of $D$ is compact and each $a_{i}$ is an integer, then we call $D$ a $\mathbb{Z}$-cycle, or a cycle for short.

Let $D$ be a positive divisor on $S$ and $p \in \operatorname{Supp}(D)$. Let $x, y$ be local coordinates at $p$, and $f=\sum_{i \geq 0} f_{i}(x, y) \in \mathcal{O}_{S, p}$ a function defining $D$ near $p$, where $f_{i}(x, y)$ is a homogeneous polynomial of degree $i$. Then we define the multiplicity of $D$ at $p$, denoted $\operatorname{mult}(D, p)$, to be the least integer $m$ such that $f_{m} \neq 0$. If $p$ is not a point of $\operatorname{Supp}(D)$, then put $\operatorname{mult}(D, p)=0$. Note that $p$ is a non-singular point of $D$ if and only if $\operatorname{mult}(D, p)=1$. If $h: S^{\prime} \longrightarrow S$ is the blowing up of $S$ with center $p$ and $E$ the exceptional divisor of $h$, then $h^{*} D=h_{*}^{-1} D+\operatorname{mult}(D, p) E$.

Theorem 1.20. Let $D$ be a reduced divisor on $S$. Then there exists a finite sequence of the blowing ups

$$
S_{n} \longrightarrow S_{n-1} \longrightarrow \cdots \longrightarrow S_{0}=S
$$

such that each $S_{i} \longrightarrow S_{i-1}$ is the blowing up with center a point, and that the support of the fiber of $D$ on $S_{n}$ has only simple normal crossings.

Proof. See Barth-Peters-Van de Ven [3, II, 7].

Proposition 1.21. A curve singularity $(C, p) \subset(S, p)$ with mult $(C, p)=2$ is isomorphic to the germ of $\left\{x^{r}-y^{2}=0\right\} \subset \mathbb{C}^{2}$ at the origin for some $r \geq 2$ : if $r=2$ the singular point is called a node; if $r=3$ it is called a cusp.

Proof. See Barth-Peters-Van de Ven [3, II, 8].

Example 1.22. Let $C \subset S$ be a compact curve with a cusp $p \in C$. Let $S_{1} \longrightarrow S$ be the blowing up with center $p$. Then the strict transform of $C$ on $S_{1}$ is non-singular. However, we need three blowing ups so that the support of the fiber of $C$ has only simple normal crossings. See Figure 1.1: $C_{i}$ denotes the strict transform of $C_{i-1}$. Note that the fiber of $C$ is the divisor $C_{3}+2 E_{2}+3 F_{1}+6 G_{0}$ (see Example 1.18).


Figure 1.1. Resolution of a cusp

Let $D$ and $E$ be reduced divisors on $S$ having no common irreducible component. Suppose that $p \in D \cap E$, and that $D, E$ are defined by $f, g \in \mathcal{O}_{S, p}$, respectively. We define the intersection multiplicity $(D, E)_{p}$ of $D$ and $E$ at $p$ by $(D, E)_{p}=\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{S, p} /(f, g)$. If $(D, E)_{p}=1$, then $p$ is a node of $D \cup E$. For example, let $C=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2} \mid z_{1}^{2}-z_{2}^{3}=0\right\} \subset \mathbb{C}^{2}$ and $D_{i}=\left\{\left(z_{1}, z_{2}\right) \in\right.$ $\left.\mathbb{C}^{2} \mid z_{i}=0\right\} \subset \mathbb{C}^{2}$ for $i=1,2$. Then $\left(C, D_{1}\right)_{o}=\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{\mathbb{C}^{2}, o} /\left(z_{1}^{2}-z_{2}^{3}, z_{1}\right)=3$ and $\left(C, D_{2}\right)_{o}=\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{\mathbb{C}^{2}, o} /\left(z_{1}^{2}-z_{2}^{3}, z_{2}\right)=2$.

Let $C$ be a compact curve on $S$. Let $\sigma: C^{\prime} \longrightarrow C$ be the normalization. For an invertible sheaf $\mathcal{L}$ on $S$, the intersection number $\mathcal{L} \cdot C$ is defined as $\operatorname{deg} \sigma^{*}\left(\mathcal{L} \otimes \mathcal{O}_{C}\right)$. Let $D=\sum_{i=1}^{n} m_{i} C_{i}$ be a cycle on $S$, where each $C_{i}$ is a compact curve. Then the intersection number $\mathcal{L} \cdot D$ is defined by $\mathcal{L} \cdot D=\sum_{i=1}^{n} m_{i} \mathcal{L} \cdot C_{i}$. For any divisor $E$ on $S$ the intersection number $E \cdot D$ is defined by $E \cdot D=\mathcal{O}_{S}(E) \cdot D$. If $D$ and $E$ are cycles on $S$, then we have the following (see Barth-Peters-Van de Ven [3, II,10]):
(1) $D \cdot E=E \cdot D$;
(2) if $\alpha: Y \longrightarrow S$ is a proper morphism of non-singular surfaces, then

$$
\left(\alpha^{*} D\right) \cdot\left(\alpha^{*} E\right)=\operatorname{deg}(\alpha) D \cdot E
$$

(3) if $D$ and $E$ are positive, and have no common component, then

$$
D \cdot E=\sum_{p \in D \cap E}(D, E)_{p} .
$$

For a divisor $D$ and cycle $E$, we can naturally define the intersection number $D \cdot E$, and also obtain the properties (1) and (2) above. We denote by $D^{2}$ the self-intersection number $D \cdot D$.

Definition 1.23. A curve $C$ on a surface $S$ is called a $(-n)$-curve if $C \cong \mathbb{P}^{1}$ and $C^{2}=-n$.

Theorem 1.24 (Castelnuovo). Let $C$ be a curve on a surface $S$. Then $C$ is a (-1)-curve if and only if there exists a blowing down $f: S \longrightarrow S^{\prime}$ such that $f$ induces an isomorphism $S \backslash C \cong S^{\prime} \backslash f(C)$ and $f(C)$ is a non-singular point of $S^{\prime}$.

Theorem 1.25. Let $f: S^{\prime} \longrightarrow S$ be a modification of non-singular surfaces. Suppose that there exists a finite set $F$ of points on $S$ such that $f$ induces an isomorphism $S^{\prime} \backslash f^{-1}(F) \longrightarrow S \backslash F$. Then $f$ is a finite sequence of blowing ups

$$
S^{\prime}=S_{n} \longrightarrow S_{n-1} \longrightarrow \cdots \longrightarrow S_{0}=S
$$

such that each $S_{i} \longrightarrow S_{i-1}$ is the blowing up with center a point.

Proof. See Barth-Peters-Van de Ven [3, II, 7].
Proposition 1.26. Let $\alpha: Y \longrightarrow S$ be the blowing up of $S$ with center $p \in S$ and $E=\alpha^{-1}(p)$. Let $D$ be a positive divisor on $S, D_{1}=\alpha_{*}^{-1} D$ the strict transform of $D$ and $n=\operatorname{mult}(D, p)$. Then we have the following:
(1) $\left(\alpha^{*} D\right) \cdot E=0$;
(2) $D_{1} \cdot E=n$;
(3) If $C$ and $D$ are positive cycles on $S$, then

$$
C_{1} \cdot D_{1}=C \cdot D-m n
$$

where $C_{1}=\alpha_{*}^{-1} C$ and $m=\operatorname{mult}(C, p)$.
Proof. Since $\alpha^{*} \mathcal{O}_{S}(D)$ is trivial near $E$, we have (1). The assertion (2) follows from $0=\left(\alpha^{*} D\right) \cdot E=\left(D_{1}+n E\right) \cdot E$, since $E$ is a ( -1 )-curve. The formula $\left(\alpha^{*} C\right) \cdot\left(\alpha^{*} D\right)=C \cdot D$ implies (3).

Definition 1.27. Let $D=\sum_{i=1}^{n} C_{i}$ be a connected cycle on $S$, where $C_{i}$ are mutually distinct curves. Then the matrix $\left(C_{i} \cdot C_{j}\right)$ is called the intersection matrix of $D$.

Theorem 1.28 (Artin [2, Proposition 2]). Let $D$ be as above.
(1) If the intersection matrix $\left(C_{i} \cdot C_{j}\right)$ is negative definite, then there exists a positive cycle $Z=\sum_{i=1}^{n} m_{i} C_{i}$ such that $Z \cdot C_{i} \leq 0$ for $i=1, \ldots, n$.
(2) Conversely, if there exists a positive cycle $Z=\sum_{i=1}^{n} m_{i} C_{i}$ such that $Z \cdot C_{i} \leq 0$ for $i=1, \ldots, n$, then $\left(C_{i} \cdot C_{j}\right)$ is negative semi-definite, and if in addition $Z^{2}<0$, then $\left(C_{i} \cdot C_{j}\right)$ is negative definite.

Theorem 1.29 (Grauert [8, p. 367]). Let $D$ be as above. If the intersection matrix $\left(C_{i} \cdot C_{j}\right)$ is negative definite, then there uniquely exists a blowing down $f: S \longrightarrow X$ such that $X$ is normal and $f$ induces an isomorphism $S \backslash D \cong X \backslash\{x\}$, where $\{x\}=f(D)$. In this situation, we say that $f$ contracts $D$, and that $D$ is contractible to the singularity $(X, x)$.

### 1.3. Resolution of normal surface singularities

Let $(X, x)$ be a surface singularity and $f:(\tilde{X}, E) \longrightarrow(X, x)$ a resolution. Then any cycle on $\tilde{X}$ is supported in $E$. Let $E=\bigcup_{i=1}^{n} E_{i}$ be the decomposition of $E$ into irreducible components. We denote by $K_{\tilde{X}}$ the canonical divisor on $\tilde{X}$.

Theorem 1.30 (Mumford [21]). The intersection matrix $\left(E_{i} \cdot E_{j}\right)$ is negative definite.

Definition 1.31. A resolution $f:(\tilde{X}, E) \longrightarrow(X, x)$ is called a minimal resolution if for any resolution $f^{\prime}: \tilde{X}^{\prime} \longrightarrow X$ there exists a unique morphism $g: \tilde{X}^{\prime} \longrightarrow \tilde{X}$ such that $f^{\prime}=f \circ g$.

By the definition, a minimal resolution is unique if it exists.
Theorem 1.32. Let $f: \tilde{X} \longrightarrow X$ be any resolution. Then the minimal resolution of the singularity $(X, x)$ is obtained from $\tilde{X}$ by successively contracting all ( -1 )-curves.

Proof. See Laufer [15, Theorem 5.9].
Definition 1.33. A good resolution $f:(\tilde{X}, E) \longrightarrow(X, x)$ is called a minimal good resolution if for any good resolution $f^{\prime}: \tilde{X}^{\prime} \longrightarrow X$ there exists a unique morphism $g: \tilde{X}^{\prime} \longrightarrow \tilde{X}$ such that $f^{\prime}=f \circ g$.

Theorem 1.34. For any surface singularity, there exists a unique minimal good resolution.

Proof. See Laufer [15, Theorem 5.12].
Remark 1.35. From the minimal resolution, we obtain the minimal good resolution by a finite succession of blowing ups (cf. Theorem 1.20 and Theorem 1.25).

Definition 1.36. Let $D$ be a reduced cycle on a non-singular surface. Suppose that $D$ has only simple normal crossings. Then the weighted dual graph of $D$ is the graph such that each vertex represents an irreducible component $E_{i}$ of $D$ weighted by $E_{i}^{2}$ and $g\left(E_{i}\right)$, while each edge connecting the vertices corresponding to $E_{i}$ and $E_{j}, i \neq j$, corresponds to the point $E_{i} \bigcap E_{j}$. For example, if $E_{i}^{2}=-b_{i}$ and $g\left(E_{i}\right)=g_{i}>0$ (resp. $g_{i}=0$ ), we write the vertex corresponding to $E_{i}$ as follows:

$$
\underset{\left[g_{i}\right]}{-b_{i}}\left(\text { resp. }-b_{i}\right) .
$$

A graph obtained by removing the weights from a weighted dual graph is simply called a dual graph.

Let $(X, x)$ be a surface singularity and $f:(\tilde{X}, E) \longrightarrow(X, x)$ the minimal good resolution. Then the weighted dual graph of $(X, x)$ means the weighted dual graph of $E$. It is clear that giving the weighted dual graph of $(X, x)$ is equivalent to giving the information on the genera of the $E_{i}$ 's and the intersection matrix $\left(E_{i} \cdot E_{j}\right)$.

Example 1.37. Let $C$ be a compact curve with a cusp on a non-singular surface. Suppose that $C^{2}=-d<0$. Then $C$ is contractible to a surface singularity by Theorem 1.29. From Example 1.22 and Proposition 1.26, we see that the weighted dual graph of the singularity is as follows:

where $m=-d-6$ and $g=p_{a}(C)-1$.

Definition 1.38. Let $D$ be a reduced connected cycle on $\tilde{X}$ having only simple normal crossings. Then $D$ is called a tree of curves if the dual graph of $D$ is a tree, and called a chain of curves if the dual graph is a chain.

Definition 1.39. A string $S$ in $E$ is a chain of non-singular rational curves $E_{1}, \ldots, E_{k}$ so that $E_{i} \cdot E_{i+1}=1$ for $i=1, \ldots, k-1$, and these account for all intersections in $E$ among the $E_{i}$ 's, except that $E_{1}$ intersects exactly one other curve.


Definition 1.40. Suppose that $f:(\tilde{X}, E) \longrightarrow(X, x)$ is the minimal good resolution. The weighted dual graph of $(X, x)$ is called a star-shaped graph, if $E$ is not a chain of rational curves, and if $E=E_{0}+\sum_{i=1}^{\beta} S_{i}$, where $E_{0}$ is a curve and $S_{i}$ are the maximal strings. Then $E_{0}$ is called the central curve, and $S_{j}$ are called branches. Let $S_{i}=\bigcup_{j=1}^{r_{i}} E_{i j}$ be the decomposition into irreducible components, where $E_{0} \cdot E_{i 1}=E_{i j} \cdot E_{i, j+1}=1$. Let $g=g\left(E_{0}\right), b=-E_{0}^{2}$ and $b_{i j}=-E_{i j}^{2}$. Then we obtain the weighted dual graph in Figure 1.2.


Figure 1.2. A star-shaped graph
For each branch $S_{i}$, the positive integers $e_{i}$ and $d_{i}$ are defined by

$$
\frac{d_{i}}{e_{i}}=\left[\left[b_{i 1}, \ldots, b_{i r_{i}}\right]\right]:=b_{i 1}-\frac{1}{b_{i 2}-\frac{1}{\ddots-\frac{1}{b_{i r_{i}}}}}
$$

where $e_{i}<d_{i}$, and $e_{i}$ and $d_{i}$ are relatively prime. We call the set

$$
\left\{g ; b,\left(d_{1}, e_{1}\right), \ldots,\left(d_{\beta}, e_{\beta}\right)\right\}
$$

the data of the star-shaped graph.
Remark 1.41. Let $D$ be a reduced connected cycle on a non-singular surface. Suppose that the weighted dual graph of $D$ is represented as in Figure 1.2. Then the intersection matrix of $D$ is negative definite if and only if $b>\sum_{i=1}^{\beta}\left(e_{i} / d_{i}\right)$ (cf. Pinkham [28, p. 185])

Definition 1.42. Divisors $D$ and $C$ on $\tilde{X}$ are said to be $f$-numerically equivalent, written $D \equiv C$, if $(D-C) \cdot E_{i}=0$ for all $E_{i}$. For a divisor $D,-D$ is said to be $f$-numerically effective, or $f$-nef for short, if $D \cdot E_{i} \leq 0$ for all $E_{i}$.

Lemma 1.43. Let $D$ be an $f$-nef cycle. Then $D=0$, or $D<0$ and $\operatorname{Supp}(D)=E$.

Proof. Suppose that $D \neq 0$ and write $D$ in the form $D=B-C$, where $B$ and $C$ are effective cycles without common components. Thus $B \cdot C \geq 0$. By assumption, we have $B^{2}-B \cdot C=D \cdot B \geq 0$. Thus $B^{2} \geq 0$. Since the intersection matrix is negative definite, $B=0$. If $\operatorname{Supp}(C) \neq E$, then there exists a component $E_{i}$ such that $C \cdot E_{i}>0$ since $E$ is connected. Hence $\operatorname{Supp}(D)=E$.

Definition 1.44. A positive cycle $Z$ on $\tilde{X}$ is called a fundamental cycle if $-Z$ is $f$-nef and for any positive cycle $D$ with this property, $Z \leq D$.

Theorem 1.45. There exists a unique fundamental cycle $Z$.

Proof. By Theorem 1.28 there exists a positive cycle $D$ such that $-D$ is $f$-nef. Let $D=\sum_{i=1}^{n} d_{i} E_{i}$ and $C=\sum_{i=1}^{n} e_{i} E_{i}$ be cycles having such the property. Let $a_{i}=\min \left\{d_{i}, e_{i}\right\}$ and $F=\sum_{i=1}^{n} a_{i} E_{i}$. It suffices to show that $-F$ is $f$-nef. If $a_{j}=d_{j}$, then

$$
F \cdot E_{j}=d_{j} E_{j}^{2}+\sum_{i \neq j} a_{i} E_{i} \cdot E_{j} \leq d_{j} E_{j}^{2}+\sum_{i \neq j} d_{i} E_{i} \cdot E_{j}=D \cdot E_{j} \leq 0
$$

Hence $-F$ is $f$-nef.

Proposition 1.46. The fundamental cycle $Z$ is computed via a computation sequence for $Z$ :

$$
Z_{1}=E_{i_{1}}, \ldots, Z_{j}=Z_{j-1}+E_{i_{j}}, \ldots, Z_{t}=Z_{t-1}+E_{i_{t}}=Z
$$

where $E_{i_{1}}$ is arbitrary and $Z_{j-1} \cdot E_{i_{j}}>0$ for $1<j \leq t$.

Proof. Let $Z^{\prime}=\sum a_{i}^{\prime} E_{i}$ and $Z=\sum_{i=1}^{n} a_{i} E_{i}$. Suppose that $Z^{\prime} \leq Z$ and $a_{j}^{\prime}=a_{j}$. Then by the argument in the proof above, we obtain that $Z^{\prime} \cdot E_{j} \leq Z \cdot E_{j} \leq 0$. This implies that $Z_{j} \leq Z$ for any $Z_{j}$ occurring in a computation sequence. Hence any computation sequence reaches the fundamental cycle.

Example 1.47. Suppose that $(X, x)$ is a surface singularity and $f:(\tilde{X}, E) \longrightarrow$ $(X, x)$ a resolution of $(X, x)$ such that the weighted dual graph of the exceptional set $E$ is as follows:


Let $Z_{1}=E_{0}, Z_{2}=Z_{1}+E_{1}, Z_{3}=Z_{2}+E_{2}, Z_{4}=Z_{3}+E_{3}, Z_{5}=Z_{4}+E_{0}, Z_{6}=$ $Z_{5}+E_{0}, Z_{7}=Z_{6}+E_{1}, Z_{8}=Z_{7}+E_{0}, Z_{9}=Z_{8}+E_{2}, Z_{10}=Z_{9}+E_{0}, Z_{11}=$ $Z_{10}+E_{1}, Z_{12}=Z_{11}+E_{0}=Z$. Then $\left\{Z_{i}\right\}$ is a computation sequence for the fundamental cycle $Z$ on $\tilde{X}$. In fact, $Z_{1} \cdot E_{1}>0, Z_{2} \cdot E_{2}>0, Z_{3} \cdot E_{3}>0, Z_{4} \cdot E_{0}>$ $0, Z_{5} \cdot E_{0}>0, Z_{6} \cdot E_{1}>0, Z_{7} \cdot E_{0}>0, Z_{8} \cdot E_{2}>0, Z_{9} \cdot E_{0}>0, Z_{10} \cdot E_{1}>$ $0, Z_{11} \cdot E_{0}>0$ and $Z \cdot E_{0}=0, Z \cdot E_{1}=0, Z \cdot E_{2}=0, Z \cdot E_{3}=-1<0$. We obtain that $Z=6 E_{0}+3 E_{1}+2 E_{2}+E_{3}$.

Proposition 1.48. Let $g: \tilde{X}^{\prime} \longrightarrow \tilde{X}$ be a modification, where $\tilde{X}^{\prime}$ is a nonsingular surface. Let $Z$ and $Z^{\prime}$ be the fundamental cycles on $\tilde{X}$ and $\tilde{X}^{\prime}$, respectively. Then $Z^{\prime}=g^{*} Z$.

Proof. By Theorem 1.25, we may assume that $g$ is the blowing up with center $p \in E$. Let $E_{i}^{\prime}=g_{*}^{-1} E_{i}$, the strict transform of $E_{i}$, and $E^{\prime}=g^{-1}(p)$. Then

$$
-g^{*} Z \cdot E_{i}^{\prime}=-g^{*} Z \cdot g^{*} E_{i}=-Z \cdot E_{i} \geq 0
$$

Hence $-g^{*} Z$ is $f \circ g$-nef and $Z^{\prime} \leq g^{*} Z$. Let $Z^{\prime}=\sum_{i=1}^{n} a_{i}^{\prime} E_{i}^{\prime}+b^{\prime} E^{\prime}$ and $g^{*} Z=$ $\sum_{i=1}^{n} a_{i} E_{i}^{\prime}+b E^{\prime}$. Suppose that $a_{i}^{\prime}<a_{i}$ for some $i$. Then

$$
g_{*} Z^{\prime}=\sum_{i=1}^{n} a_{i}^{\prime} E_{i}<\sum_{i=1}^{n} a_{i} E_{i}=Z .
$$

Thus there exists a component $E_{j}$ such that

$$
0<g_{*} Z^{\prime} \cdot E_{j}=g^{*}\left(g_{*} Z^{\prime}\right) \cdot g^{*} E_{j}=g^{*}\left(g_{*} Z^{\prime}\right) \cdot E_{j}^{\prime}
$$

Let $c E^{\prime}=g^{*}\left(g_{*} Z^{\prime}\right)-Z^{\prime}, c \in \mathbb{Z}$. Since $\left(g^{*}\left(g_{*} Z^{\prime}\right)-Z^{\prime}\right) \cdot E_{j}^{\prime}>0$, we have $c>0$. But this implies that $0=g^{*}\left(g_{*} Z^{\prime}\right) \cdot E^{\prime}=\left(Z^{\prime}+c E^{\prime}\right) \cdot E^{\prime}<0$. Hence we obtain that $a_{i}^{\prime}=a_{i}$ for all $i$. Since $0 \geq Z^{\prime} \cdot E^{\prime}=\left(Z^{\prime}-g^{*} Z\right) \cdot E^{\prime}=-b^{\prime}+b$, we have $b^{\prime}=b$.

Let $(X, x)$ be a normal surface singularity and $f:(\tilde{X}, E) \longrightarrow(X, x)$ a resolution with exceptional set $E$. For any non-zero function $h \in \mathcal{O}_{X, x}$, the zero divisor of $h \circ f$ is written as

$$
\operatorname{div}_{\tilde{X}}(h):=\operatorname{div}_{\tilde{X}}(h \circ f)=(h)_{E}+H
$$

where $(h)_{E}$ is supported in $E$ and $H$ does not contain any irreducible component of $E$.

Definition 1.49 ([37]). Let $\mathfrak{m}$ be the maximal ideal of the local $\operatorname{ring} \mathcal{O}_{X, x}$. Then the smallest positive cycle among the cycles $(h)_{E}, h \in \mathfrak{m} \backslash\{x\}$, is called the maximal ideal cycle.

Remark 1.50. The fundamental cycle $Z$ is a topological invariant of the resolution, in fact, it is determined by the weighted dual graph of exceptional set $E$. The maximal ideal cycle $Z_{\mathfrak{m}}$ is an analytic invariant of the resolution and cannot be determined by the weighted dual graph of $E$ in general. We have $Z \leq Z_{\mathfrak{m}}$ by the definitions of these cycles.

### 1.4. Cyclic quotient singularities

In this section, we introduce the cyclic quotient singularities and their fundamental facts.

Definition 1.51. Let $n$ and $\mu$ be positive integers with $\mu<n$ and $\operatorname{gcd}(n, \mu)=$ 1. Let $\epsilon_{n}$ denote the primitive $n$-th root of unity $\exp (2 \pi \sqrt{-1} / n)$. Then the singularity of the quotient

$$
\mathbb{C}^{2} /\left\langle\left(\begin{array}{cc}
\epsilon_{n} & 0 \\
0 & \epsilon_{n}^{\mu}
\end{array}\right)\right\rangle
$$

is called the cyclic quotient singularity of type $C_{n, \mu}$.

A non-singular point is regarded as of type $C_{1,0}$. For integers $c_{i} \geq 2, i=$ $1, \ldots, r$, we put

$$
\left[\left[c_{1}, \ldots, c_{r}\right]\right]:=c_{1}-\frac{1}{c_{2}-\frac{1}{\ddots-\frac{1}{c_{r}}}}
$$

Lemma 1.52. If $n / \mu=\left[\left[c_{1}, \ldots, c_{r}\right]\right]$, then the weighted dual graph of the minimal resolution of the cyclic quotient singularity of type $C_{n, \mu}$ is as in Figure 1.3,


Figure 1.3.
where all prime exceptional divisors $E_{i}$ are rational and $H_{i}$ denotes the strict transform of the image of the coordinate axis $\left\{x_{i}=0\right\} \subset \mathbb{C}^{2}$ by the quotient map, and $\left(H_{i}\right)$ the vertex corresponding to $H_{i}$.

Proof. See Brieskorn [4].

It is known that the complex structure of quotient surface singularity is determined by its resolution graph (cf. [4], [16]).

In the situation above, for any positive integer $\lambda_{0}$, let

$$
\mathcal{L}\left(\lambda_{0}\right):=\left\{\lambda_{0} E_{0}+\sum_{i=1}^{r} m_{i} E_{i} \mid m_{1}, \ldots, m_{r} \in \mathbb{Z}\right\}
$$

where $E_{0}=H_{2}$. Then we define a set $\mathcal{D}\left(\lambda_{0}\right)$ as follows:

$$
\mathcal{D}\left(\lambda_{0}\right):=\left\{D \in \mathcal{L}\left(\lambda_{0}\right) \mid D E_{i} \leq 0, i=1, \ldots, r\right\} .
$$

We see that $\mathcal{D}\left(\lambda_{0}\right)$ is not empty and has the smallest element.

Lemma 1.53 ([18, Lemma 2.2]). Let $D \in \mathcal{D}\left(\lambda_{0}\right)$. Assume that $D E_{i}=0$ for $i<r$ and $D E_{r} \geq-1$. Then $D$ is the smallest element of $\mathcal{D}\left(\lambda_{0}\right)$.

Proof. Suppose that $D_{0} \in \mathcal{D}\left(\lambda_{0}\right)$ is the smallest element. Let $\triangle=D-D_{0}$. Then

$$
\begin{equation*}
\triangle E_{r}=\left(D-D_{0}\right) E_{r} \geq-1 \tag{1.1}
\end{equation*}
$$

Assume $\triangle=\sum_{i=k}^{r} m_{i} E_{i}$ and $m_{k} \neq 0$. Then

$$
\triangle E_{i}=m_{i-1}-c_{i} m_{i}+m_{i+1} \quad\left(m_{k-1}=m_{r+1}=0\right)
$$

For $1 \leq i<r$, since $\triangle E_{i}=\left(D-D_{0}\right) E_{i}=-D_{0} E_{i} \geq 0$ and $c_{i} \geq 2$,

$$
m_{i+1} \geq c_{i} m_{i}-m_{i-1} \geq m_{i}+\left(m_{i}-m_{i-1}\right)
$$

Therefore, $m_{i+1}>m_{i}$ for $k-1 \leq i<r$, and

$$
\triangle E_{r}=m_{r-1}-c_{r} m_{r}<m_{r}\left(1-c_{r}\right) \leq-1
$$

It contradicts (1.1).

For any $x \in \mathbb{R}$, we write $\lceil x\rceil=\min \{t \in \mathbb{Z} \mid x \leq t\}$. Let $e_{i}:=\left[\left[c_{i}, \ldots, c_{r}\right]\right]$ for $1 \leq i \leq r$, then $c_{i}=e_{i}+1 / e_{i+1}$ for $1 \leq i<r$ and $c_{r}=e_{r}$.

Lemma 1.54 ([13, Lemma 1.1]). Take a positive integer $\lambda_{0}$ and define the sequence $\left\{\lambda_{i}\right\}_{i=0}^{r}$ by the recurrence formula $\lambda_{i}=\left\lceil\lambda_{i-1} / e_{i}\right\rceil$ for $1 \leq i \leq r$. Then the cycle $\sum_{i=0}^{r} \lambda_{i} E_{i}$ is the smallest element of $\mathcal{D}\left(\lambda_{0}\right)$.

Corollary 1.55. Let $Y_{0}$ and $Y_{0}^{\prime}$ be the smallest element of $\mathcal{D}\left(\lambda_{0}\right)$ and $\mathcal{D}\left(\lambda_{0}^{\prime}\right)$, respectively. Then $Y_{0} \geq Y_{0}^{\prime}$ if and only if $\lambda_{0} \geq \lambda_{0}^{\prime}$.

Proof. If $Y_{0} \geq Y_{0}^{\prime}$, it is clear that $\lambda_{0} \geq \lambda_{0}^{\prime}$.
Conversely, assume that $\lambda_{0} \geq \lambda_{0}^{\prime}$. Then $\lambda_{1}=\left\lceil\lambda_{0} / e_{1}\right\rceil \geq\left\lceil\lambda_{0}^{\prime} / e_{1}\right\rceil=\lambda_{1}^{\prime}$. Suppose that $\lambda_{k} \geq \lambda_{k}^{\prime}$ for some integer $k$ with $1 \leq k<r$. Then

$$
\lambda_{k+1}=\left\lceil\lambda_{k} / e_{k+1}\right\rceil \geq\left\lceil\lambda_{k}^{\prime} / e_{k+1}\right\rceil=\lambda_{k+1}^{\prime} .
$$

By induction, we have $\lambda_{i} \geq \lambda_{i}^{\prime}$ for any $i$ with $1 \leq i \leq r$. Therefore, $Y_{0} \geq Y_{0}^{\prime}$.

Lemma 1.56 ([13, Lemma 1.2]). Let the sequence $\left\{\lambda_{i}\right\}_{i=0}^{r}$ be as in Lemma 1.54, and for $1 \leq i \leq r$, take relatively prime positive integers $n_{i}$ and $\mu_{i}$ satisfying $n_{i} / \mu_{i}=e_{i}$. Put $\lambda_{r+1}:=\lambda_{r} c_{r}-\lambda_{r-1}$.
(1) If $\lambda_{i-1}=\lambda_{i} c_{i}-\lambda_{i+1}$ holds for $1 \leq i \leq r$, then $\lambda_{1}=\left(\mu \lambda_{0}+\lambda_{r+1}\right) / n$.
(2) If $\lambda_{0} \equiv 0(\bmod n)$, then $\lambda_{i}=\mu_{i} \lambda_{i-1} / n_{i}$ for $1 \leq i \leq r$. If $\mu \lambda_{0}+1 \equiv 0$ $(\bmod n)$, then $\lambda_{i}=\left(\mu_{i} \lambda_{i-1}+1\right) / n_{i}$ for $1 \leq i \leq r$.
(3) If either $\lambda_{0} \equiv 0(\bmod n)$ or $\mu \lambda_{0}+1 \equiv 0(\bmod n)$, then $\lambda_{i-1}=\lambda_{i} c_{i}-\lambda_{i+1}$ holds for $1 \leq i \leq r$. Furthermore, $\lambda_{r+1}=0$ when $\lambda_{0} \equiv 0(\bmod n)$, and $\lambda_{r+1}=1$ when $\mu \lambda_{0}+1 \equiv 0(\bmod n)$.
(4) If $\lambda_{0} \equiv 0(\bmod n)$, then $\lambda_{r}=\lambda_{0} / n$. If $\mu \lambda_{0}+1 \equiv 0(\bmod n)$, then $\lambda_{r}=\left\lceil\lambda_{0} / n\right\rceil$.

Proof. (1) Note that we have $n_{1}=n, \mu_{1}=\mu$ and $c_{r}=n_{r}, \mu_{r}=1$. Suppose $\lambda_{i-1}=\lambda_{i} c_{i}-\lambda_{i+1}$ for $1 \leq i \leq r$. Put $n_{r+1}=1, \mu_{r+1}=0$. For $1 \leq i \leq r$, since $\operatorname{gcd}\left(n_{i+1}, \mu_{i+1}\right)=1$ and

$$
\frac{n_{i}}{\mu_{i}}=c_{i}-\frac{1}{\frac{n_{i+1}}{\mu_{i+1}}}=\frac{c_{i} n_{i+1}-\mu_{i+1}}{n_{i+1}}
$$

we have $\mu_{i}=n_{i+1}$ and $n_{i}=c_{i} n_{i+1}-\mu_{i+1}=c_{i} n_{i+1}-n_{i+2}$. Thus,

$$
\begin{aligned}
\left(\mu \lambda_{0}+\lambda_{r+1}\right) / n & =\left(\mu \lambda_{0}+\lambda_{r} c_{r}-\lambda_{r-1}\right) / n \\
& =\left(\mu_{1} \lambda_{0}+\left(\lambda_{r-1} c_{r-1}-\lambda_{r-2}\right) n_{r}-\lambda_{r-1}\right) / n \\
& =\left(\mu_{1} \lambda_{0}+\lambda_{r-1}\left(c_{r-1} n_{r}-1\right)-\lambda_{r-2} n_{r}\right) / n \\
& =\left(\mu_{1} \lambda_{0}+\lambda_{r-1} n_{r-1}-\lambda_{r-2} n_{r}\right) / n \\
& =\cdots \\
& =\left(\mu_{1} \lambda_{0}+\lambda_{1} n_{1}-\lambda_{0} n_{2}\right) / n \\
& =\lambda_{1} .
\end{aligned}
$$

(2) Suppose $\lambda_{0} \equiv 0(\bmod n)$, then $\lambda_{1}=\left\lceil\lambda_{0} / e_{1}\right\rceil=\left\lceil\mu_{1} \lambda_{0} / n_{1}\right\rceil=\mu_{1} \lambda_{0} / n_{1}$.

Assume that $\lambda_{k}=\mu_{k} \lambda_{k-1} / n_{k}$ for some integer $k$ with $1 \leq k<r$. Then

$$
\begin{aligned}
\lambda_{k+1} & =\left\lceil\lambda_{k} / e_{k+1}\right\rceil=\left\lceil\mu_{k+1} \lambda_{k} / n_{k+1}\right\rceil \\
& =\left\lceil\mu_{k+1} \mu_{k} \lambda_{k-1} /\left(n_{k} n_{k+1}\right)\right\rceil \\
& =\left\lceil\mu_{k+1} \lambda_{k-1} / n_{k}\right\rceil .
\end{aligned}
$$

Since $\operatorname{gcd}\left(n_{k}, \mu_{k}\right)=1$, we have $\lambda_{k+1}=\mu_{k+1} \lambda_{k-1} / n_{k}=\mu_{k+1} \lambda_{k} / \mu_{k}=\mu_{k+1} \lambda_{k} / n_{k+1}$. By induction, we have $\lambda_{i}=\mu_{i} \lambda_{i-1} / n_{i}$ for $1 \leq i \leq r$.

Next, we suppose that $\mu \lambda_{0}+1 \equiv 0(\bmod n)$. Then

$$
\lambda_{1}=\left\lceil\lambda_{0} / e_{1}\right\rceil=\left\lceil\mu_{1} \lambda_{0} / n_{1}\right\rceil=\left\lceil\left(\mu_{1} \lambda_{0}+1\right) / n_{1}-1 / n_{1}\right\rceil=\left(\mu_{1} \lambda_{0}+1\right) / n_{1} .
$$

Assume that $\lambda_{j}=\left(\mu_{j} \lambda_{j-1}+1\right) / n_{j}$ for some integer $j$ with $1 \leq j<r$. We have

$$
\begin{aligned}
\mu_{j+1} \lambda_{j}+1 & =\frac{n_{j+1}}{e_{j+1}} \lambda_{j}+1 \\
& =n_{j+1}\left(c_{j}-e_{j}\right) \lambda_{j}+1 \\
& =n_{j+1}\left(c_{j}-\frac{n_{j}}{\mu_{j}}\right) \lambda_{j}+1 \\
& =n_{j+1} c_{j} \lambda_{j}-n_{j+1} \lambda_{j} \cdot \frac{n_{j}}{\mu_{j}}+1
\end{aligned}
$$

$$
\begin{aligned}
& =n_{j+1} c_{j} \lambda_{j}-n_{j+1} \cdot \frac{n_{j}}{\mu_{j}} \cdot \frac{\mu_{j} \lambda_{j-1}+1}{n_{j}}+1 \\
& =n_{j+1} c_{j} \lambda_{j}-\mu_{j} \lambda_{j-1}-1+1 \\
& =n_{j+1}\left(c_{j} \lambda_{j}-\lambda_{j-1}\right) \\
& =n_{j+1} \lambda_{j+1} .
\end{aligned}
$$

By induction, we have $\lambda_{i}=\left(\mu_{i} \lambda_{i-1}+1\right) / n_{i}$ for $1 \leq i \leq r$.
(3) Suppose that $\lambda_{0} \equiv 0(\bmod n)$, then we have $\lambda_{i}=\mu_{i} \lambda_{i-1} / n_{i}$ for $1 \leq i \leq r$ from (2). Thus

$$
\lambda_{i} c_{i}-\lambda_{i+1}=\lambda_{i} c_{i}-\lambda_{i} / e_{i+1}=\lambda_{i} c_{i}-\lambda_{i}\left(c_{i}-e_{i}\right)=\lambda_{i} e_{i}=\left(\lambda_{i-1} / e_{i}\right) \cdot e_{i}=\lambda_{i-1} .
$$

Assume that $\mu \lambda_{0}+1 \equiv 0(\bmod n)$, then $\lambda_{j}=\left(\mu_{j} \lambda_{j-1}+1\right) / n_{j}$ for $1 \leq j \leq r$ from (2). Thus

$$
\begin{aligned}
\lambda_{j} c_{j}-\lambda_{j+1} & =\lambda_{j} c_{j}-\left(\mu_{j+1} \lambda_{j}+1\right) / n_{j+1} \\
& =\lambda_{j} c_{j}-\lambda_{j}\left(c_{j}-e_{j}\right)-\frac{1}{n_{j+1}} \\
& =\frac{\mu_{j} \lambda_{j-1}+1}{n_{j}} \cdot \frac{n_{j}}{\mu_{j}}-\frac{1}{n_{j+1}} \\
& =\lambda_{j-1}+\frac{1}{\mu_{j}}-\frac{1}{n_{j+1}}=\lambda_{j-1} .
\end{aligned}
$$

When $\lambda_{0} \equiv 0(\bmod n)$, we have

$$
\lambda_{r+1}=\lambda_{r} c_{r}-\lambda_{r-1}=\mu_{r} \lambda_{r-1} c_{r} / n_{r}-\lambda_{r-1}=\lambda_{r-1}-\lambda_{r-1}=0
$$

When $\mu \lambda_{0}+1 \equiv 0(\bmod n)$, we have

$$
\lambda_{r+1}=\lambda_{r} c_{r}-\lambda_{r-1}=\left(\mu_{r} \lambda_{r-1}+1\right) c_{r} / n_{r}-\lambda_{r-1}=\lambda_{r-1}+1-\lambda_{r-1}=1 .
$$

(4) Let $\mu^{\prime}$ be the positive integer determined by $\mu \mu^{\prime} \equiv 1(\bmod n)$ with $1 \leq$ $\mu^{\prime}<n$. Then $n / \mu^{\prime}=\left[\left[c_{r}, \ldots, c_{1}\right]\right]$. Thus, by (1), we have $\lambda_{r}=\left(\mu^{\prime} \lambda_{r+1}+\lambda_{0}\right) / n$.

When $\lambda_{0} \equiv 0(\bmod n)$, we have $\lambda_{r+1}=0$ from (3), and then $\lambda_{r}=\lambda_{0} / n$.
When $\mu \lambda_{0}+1 \equiv 0(\bmod n)$, we have $\lambda_{r}=\left(\mu^{\prime}+\lambda_{0}\right) / n=\left\lceil\lambda_{0} / n\right\rceil$ following (3) and the definition of $\mu^{\prime}$.

### 1.5. Results of Konno and Nagashima

In 2012, Konno and Nagashima consider the Brieskorn hypersurface singularities $\left(V_{a_{0}, a_{1}, a_{2}}, o\right):=\left(\left\{x_{0}^{a_{0}}+x_{1}^{a_{1}}=x_{2}^{a_{2}}\right\}, o\right)$, where $a_{i}$ 's are integers and $2 \leq a_{0} \leq a_{1} \leq a_{2}$, and give the concrete descriptions of the fundamental cycle and the maximal ideal cycle over $\left(V_{a_{0}, a_{1}, a_{2}}, o\right)$. We consider the two-dimensional Brieskorn complete intersection singularity which is a generalization of Brieskorn hypersurface singularity. In order to compare with the results of Konno and Nagashima, we mainly review the main results of Konno and Nagashima in this section.

Let $f=x_{i}^{a_{i}}+x_{j}^{a_{j}}$ and let $C \subset \mathbb{C}^{2}$ be the plane curve defined by $f=0$. We define the positive integers $d, n_{1}$ and $n_{2}$ as follows:

$$
d:=\operatorname{lcm}\left(a_{i}, a_{j}\right), n_{1}:=a_{i} / \operatorname{gcd}\left(a_{i}, a_{j}\right), n_{2}:=a_{j} / \operatorname{gcd}\left(a_{i}, a_{j}\right)
$$

In addition, we define the non-negative integers $\mu_{1}, \mu_{2}$ by the following conditions:

$$
\begin{aligned}
& n_{2} \mu_{1}+1 \equiv 0 \quad\left(\bmod n_{1}\right), \quad 0 \leq \mu_{1}<n_{1} \\
& n_{1} \mu_{2}+1 \equiv 0 \quad\left(\bmod n_{2}\right), \quad 0 \leq \mu_{2}<n_{2}
\end{aligned}
$$

Let $\phi: Y \longrightarrow \mathbb{C}^{2}$ be the minimal embedded good resolution of the curve singularity $(C, o)$ with exceptional set $F$ and $\bar{C}$ the strict transform of $C$. Using a result in [34, Theorem 2.3], Konno and Nagashima give the following results:

- $F$ is a chain of rational curves with unique ( -1 )-curve $F_{0}$.
- The multiplicity of the zero divisor $\operatorname{div}_{Y}(f \circ \phi)$ along $F_{0}$ is $d$.
- The strict transform $\bar{C}$ of $C$ has $\operatorname{gcd}\left(a_{i}, a_{j}\right)$ irreducible components.

The weighted dual graph of the minimal embedded good resolution of $C$ is given as in Figure 1.4.

In the Figure 1.4, $F_{m, \nu_{m}}$ is the exceptional curve arising from $C_{n_{m}, \mu_{m}}$ with self-intersection number $-c_{m, \nu_{m}}$, where $n_{m} / \mu_{m}=\left[\left[c_{m, 1}, \ldots, c_{m, s_{m}}\right]\right]$, and $\rho_{m, \nu_{m}}$ is the multiplicity of the zero divisor $\operatorname{div}_{Y}(f \circ \phi)$ along $F_{m, \nu_{m}}$, where $m=1,2$ and $1 \leq \nu_{m} \leq s_{m}($ see $[\mathbf{1 3}, \S 2])$.


Figure 1.4.
For $i \in\{0,1,2\}$, we define the integers $l, l_{i}, \alpha_{i}$ as follows:

$$
l:=\operatorname{gcd}\left(a_{0}, a_{1}, a_{2}\right), l_{i}:=\frac{\operatorname{gcd}\left(a_{j}, a_{k}\right)}{l}, \alpha_{i}:=\frac{a_{i}}{l_{j} l_{k} l} \quad(\{i, j, k\}=\{0,1,2\})
$$

Furthermore, we define $p_{0}, p_{1}, p_{2}$ be the integers determined by

$$
p_{i} \alpha_{j} \alpha_{k} l_{i}+1 \equiv 0 \quad\left(\bmod \alpha_{i}\right), \quad 0 \leq p_{i}<\alpha_{i},\{i, j, k\}=\{0,1,2\} .
$$

When $\alpha_{w}>1$, we put $\alpha_{w} / p_{w}=\left[\left[d_{w, 1}, d_{w, 2}, \ldots, d_{w, r_{w}}\right]\right]$. For $w \in\{0,1,2\}$, let

$$
e_{w, \nu}:=\left[\left[d_{w, \nu}, d_{w, \nu+1}, \ldots, d_{w, r_{w}}\right]\right],
$$

where $1 \leq \nu \leq r_{w}$.
By $[\mathbf{2 7}]$, there exists a resolution $\pi:\left(\tilde{X}, E_{\pi}\right) \longrightarrow\left(V_{a_{0}, a_{1}, a_{2}}, o\right)$ where $E_{\pi}:=$ $\pi^{-1}(o)$ is the exceptional set such that the weighted dual graph of $E_{\pi}$ is as in Figure 1.5.

Theorem 1.57 ([13, Proposition 1.3, Theorem 2.1]). The genus $g$ and the self-intersection number $-d_{0}$ of $E_{0}$ are given respectively as follows:

$$
2 g-2=l\left(l_{0} l_{1} l_{2} l-l_{0}-l_{1}-l_{2}\right), d_{0}=l\left(\sum_{w=0}^{2} \frac{p_{w} l_{w}}{\alpha_{w}}+\frac{1}{\alpha_{0} \alpha_{1} \alpha_{2}}\right) .
$$



Figure 1.5.
Furthermore, let $Z^{(k)}:=\left(x_{k}\right)_{E_{\pi}}, k=0,1,2$. Then

$$
Z^{(k)}=\lambda_{0}^{(k)} E_{0}+\sum_{w=0}^{2} \sum_{\nu=1}^{r_{w}} \sum_{\xi=1}^{l_{w} l} \lambda_{w, \nu, \xi}^{(k)} E_{w, \nu, \xi} \quad(0 \leq k \leq 2),
$$

where $\lambda_{0}^{(k)}$ and the sequence $\left\{\lambda_{w, \nu, \xi}^{(k)}\right\}$ are determined by the following:

$$
\begin{aligned}
& \lambda_{w, 0, \xi}^{(k)}:=\lambda_{0}^{(k)}:=\alpha_{i} \alpha_{j} l_{k} \quad(\{i, j, k\}=\{0,1,2\}), \\
& \lambda_{w, r_{w}+1, \xi}^{(k)}:= \begin{cases}1 & \text { if } w=k, \\
0 & \text { if } w \neq k,\end{cases} \\
& \lambda_{w, \nu-1, \xi}^{(k)}=\lambda_{w, \nu, \xi}^{(k)} d_{w, \nu}-\lambda_{w, \nu+1, \xi}^{(k)} .
\end{aligned}
$$

Lemma 1.58 ([13, Lemma 3.8]). We have $-\left(Z^{(k)}\right)^{2}=l_{k} l\left\lceil\alpha_{i} \alpha_{j} l_{k} / \alpha_{k}\right\rceil$, where $\{i, j, k\}=\{0,1,2\}$.

Theorem 1.59 ([13, Theorem 1.4]). Let

$$
Z=\theta_{0} E_{0}+\sum_{w=0}^{2} \sum_{\nu=1}^{r_{w}} \sum_{\xi=1}^{l_{w} l} \theta_{w, \nu, \xi} E_{w, \nu, \xi}
$$

be the fundamental cycle for resolution $\pi$. Then $\theta_{0}$ and the sequence $\left\{\theta_{w, \nu, \xi}\right\}$ are defined by the following:

$$
\begin{aligned}
& \theta_{w, 0, \xi}:=\theta_{0}:= \begin{cases}\alpha_{0} \alpha_{1} \alpha_{2} & \text { if } \alpha_{2} \leq l_{2}, \\
\alpha_{0} \alpha_{1} l_{2} & \text { if } \alpha_{2} \geq l_{2},\end{cases} \\
& \theta_{w, \nu, \xi}=\left\lceil\theta_{w, \nu-1, \xi} / e_{w, \nu}\right\rceil, \quad 1 \leq \nu \leq r_{w} .
\end{aligned}
$$

Proposition 1.60 ([13, Proposition 1.6]). The self-intersection number of the fundamental cycle is given by

$$
-Z^{2}= \begin{cases}l \alpha_{0} \alpha_{1} \alpha_{2} & \text { if } \alpha_{2} \leq l_{2} \\ l_{2} l\left\lceil\alpha_{0} \alpha_{1} l_{2} / \alpha_{2}\right\rceil & \text { if } \alpha_{2} \geq l_{2}\end{cases}
$$

Lemma 1.61 ([13, Theorem 3.2]). We have $Z=Z^{(2)}$ if and only if $\alpha_{2} \geq l_{2}$.

The arithmetic genus of the fundamental cycle $Z$, namely,

$$
1-\chi(Z)=(1 / 2) Z\left(K_{\tilde{X}}+Z\right)+1
$$

is called the fundamental genus of $\left(V_{a_{0}, a_{1}, a_{2}}, o\right)$. This invariant is independent of the resolution and denoted by $p_{f}$.

Theorem 1.62 ([13, Theorem 1.7]). The fundamental genus $p_{f}$ of $\left(V_{a_{0}, a_{1}, a_{2}}, o\right), 2 \leq$ $a_{0} \leq a_{1} \leq a_{2}$ is given as follows.
(i) If $\alpha_{2} \leq l_{2}$, then

$$
p_{f}=\frac{1}{2} l\left\{\operatorname{lcm}\left(a_{0}, a_{1}, a_{2}\right)-\alpha_{1} \alpha_{2} l_{0}-\alpha_{0} \alpha_{2} l_{1}-\alpha_{0} \alpha_{1} l_{2}-\alpha_{0} \alpha_{1} \alpha_{2}+1\right\}+1 .
$$

(ii) If $\alpha_{2} \geq l_{2}$, then

$$
p_{f}=\frac{1}{2}\left\{\left(a_{0}-1\right)\left(a_{1}-1\right)-\left(2\left\lceil\frac{\alpha_{0} \alpha_{1} l_{2}}{\alpha_{2}}\right\rceil-1\right) \operatorname{gcd}\left(a_{0}, a_{1}\right)+1\right\} .
$$

Theorem 1.63 ([13, Theorem 3.1]). We have $Z^{(2)} \leq Z^{(1)} \leq Z^{(0)}$. In particular, $Z^{(2)}$ is the maximal ideal cycle for resolution $\pi$.

Theorem 1.64 ([13, Theorem 3.2]). The maximal ideal cycle coincides with the fundamental cycle for resolution $\pi$ if and only if $\alpha_{2} \geq l_{2}$.

Example $1.65\left(\alpha_{2} \geq l_{2}\right)$. If $\left(a_{0}, a_{1}, a_{2}\right)=(6,20,45)$, then $l=1, l_{0}=5, l_{1}=$ $3, l_{2}=2, \alpha_{0}=1, \alpha_{1}=2, \alpha_{2}=3, p_{0}=0, p_{1}=1, p_{2}=2$. By Theorem 1.57, we obtain that $d_{0}=3$ and $g=11$. Hence the weighted dual graph of the maximal ideal cycle $Z^{(2)}$ is as in Figure 1.6.


Figure 1.6.
Note that we have $\alpha_{2}>l_{2}$, and by Theorem 1.59, Theorem 1.63 and Theorem 1.57, we can compute that the fundamental cycle coincides with the maximal ideal cycle. Furthermore, following Theorem 1.62, we have $p_{f}=45$.

Example 1.66 $\left(\alpha_{2}<l_{2}\right)$. If $\left(a_{0}, a_{1}, a_{2}\right)=(15,18,20)$, then $l=1, l_{0}=2, l_{1}=$ $5, l_{2}=3, \alpha_{0}=1, \alpha_{1}=3, \alpha_{2}=2, p_{0}=0, p_{1}=2, p_{2}=1$. By Theorem 1.57, we obtain that $d_{0}=5$ and $g=11$. Hence the weighted dual graph of the maximal ideal cycle $Z^{(2)}$ is as in Figure 1.7.

Following Theorem 1.59, we obtain that the weighted dual graph of the fundamental cycle is as in Figure 1.8.


Figure 1.7.


Figure 1.8.
From Figure 1.7 and Figure 1.8, we have that the maximal ideal cycle $Z^{(2)}$ does not coincide with the fundamental cycle $Z$. Moreover, by Theorem 1.62, we obtain that $p_{f}=72$.

## Chapter 2

## The main results

In this chapter, we consider a germ $(X, o) \subset\left(\mathbb{C}^{m}, o\right)$ of a complete intersection singularity of Brieskorn type defined by

$$
X=\left\{\left(x_{i}\right) \in \mathbb{C}^{m} \mid q_{j 1} x_{1}^{a_{1}}+\cdots+q_{j m} x_{m}^{a_{m}}=0, \quad j=3, \ldots, m\right\}
$$

where $a_{i} \geq 2$ are integers. We assume that ( $X, o$ ) is an isolated singularity. Then $(X, o)$ is a normal surface singularity by Serre's criterion for normality. Neumann [24] proved that the universal abelian cover of a weighted homogeneous normal surface singularity with rational homology sphere link is a complete intersection surface singularity of this type. The aim of this chapter is to identify the maximal ideal cycle on the minimal good resolution of $(X, o)$. We give concrete descriptions of the maximal ideal cycle and the fundamental cycle, and a condition for the coincidence of these cycles.

This chapter is organized as follows. In Section 2.1, we give the construction of a partial resolution of ( $X, o$ ) with cyclic quotient singularities. In Section 2.2, we compute the zero divisors of the pull-back of the coordinate functions $x_{1}, x_{2}, \ldots, x_{m}$. In Section 2.3, we compute the fundamental cycle, the canonical cycle and the fundamental genus. In Section 2.4, we identify the maximal ideal cycle and give a condition for the coincidence of the fundamental cycle and the maximal ideal cycle. In Section 2.5, we give a condition for $(X, o)$ to be a Kodaira singularity following Konno and Nagashima.

### 2.1. The construction of a partial resolution with cyclic quotient singularities

Definition 2.1. A Brieskorn polynomial is a polynomial of the form

$$
c_{1} x_{1}^{a_{1}}+\cdots+c_{m} x_{m}^{a_{m}}, \quad c_{i} \in \mathbb{C}
$$

where $a_{i} \geq 2$ are integers for $i=1, \ldots, m$.

Let $(X, o) \subset\left(\mathbb{C}^{m}, o\right)$ be a germ of a complete intersection singularity of Brieskorn type defined by

$$
X=\left\{\left(x_{i}\right) \in \mathbb{C}^{m} \mid q_{j 1} x_{1}^{a_{1}}+\cdots+q_{j m} x_{m}^{a_{m}}=0, \quad j=3, \ldots, m\right\}
$$

where $a_{i} \geq 2$ are integers. We assume that $(X, o)$ is an isolated singularity; this condition is equivalent to that every maximal minor of the matrix ( $q_{j i}$ ) does not vanish (see [10, §7]). Therefore, by row operations and a diagonal linear change of coordinates, we may assume that

$$
\left(q_{i j}\right)=\left(\begin{array}{cccccc}
p_{3} & q_{3} & -1 & 0 & \cdots & 0 \\
p_{4} & q_{4} & 0 & -1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
p_{m} & q_{m} & 0 & 0 & \cdots & -1
\end{array}\right)
$$

where $p_{i}, q_{i} \neq 0$ and $p_{i} q_{j} \neq p_{j} q_{i}$ for $i \neq j$.
Suppose that $f: \tilde{X} \longrightarrow X$ is the minimal good resolution and $E$ the exceptional set. Assume that $E$ is not a chain of rational curves. Then the dual graph of $E$ is star-shaped. Let $E_{0}$ denote the central curve of $E$ and $f^{\prime}: \tilde{X} \rightarrow X^{\prime}$ the morphism which contracts the divisor $E-E_{0} \subset \tilde{X}$. Then $X^{\prime}$ has cyclic quotient singularities along the exceptional set $E^{\prime}:=f^{\prime}\left(E_{0}\right)$ and $f^{\prime}$ is the minimal resolution of those singularities. Thus we can read the weighted dual graph of $E$ from the information of $E^{\prime} \subset X^{\prime}$ and those cyclic quotient singularities.

In $[13, \S 2]$, Konno and Nagashima constructed a good resolution of the hypersurface singularity $\left\{x_{1}^{a_{1}}+x_{2}^{a_{2}}=x_{3}^{a_{3}}\right\}$ via cyclic covering as an application of

Tomaru's results [36] and [34]. We adopt their method to obtain a good resolution of $(X, o)$ and the information of the divisors on it.

The singularity $(X, o)$ can be obtained by a sequence of branched cyclic coverings over $\mathbb{C}^{2}$ as follows. Let $f_{j}=p_{j} x_{1}^{a_{1}}+q_{j} x_{2}^{a_{2}}$ for $j=3, \ldots, m$. Put $X_{2}=\mathbb{C}^{2}$ and $X_{k}=\left\{f_{k}=x_{k}^{a_{k}}\right\} \subset X_{k-1} \times \mathbb{C}$ for $k \geq 3$, where $x_{k}$ is the coordinate function of the second component $\mathbb{C}$. Then we have the sequence of coverings

$$
X=X_{m} \longrightarrow X_{m-1} \longrightarrow \cdots \longrightarrow X_{2}=\mathbb{C}^{2}
$$

We shall construct the sequence of branched coverings

$$
\tilde{X}_{m} \xrightarrow{\pi_{m}} \tilde{X}_{m-1} \xrightarrow{\pi_{m-1}} \cdots \xrightarrow{\pi_{3}} \tilde{X}_{2},
$$

where $\tilde{X}_{2}$ is a partial embedded resolution of the branch locus of $X_{3} \longrightarrow X_{2}=\mathbb{C}^{2}$, and for each $k \geq 3, \tilde{X}_{k}$ is a partial resolution of the singularity of $X_{k}$ with irreducible exceptional set and cyclic quotient singularities. Then we obtain that $X^{\prime}=\tilde{X}_{m}$.

For $2 \leq k \leq m$ and $1 \leq i \leq k$, we define positive integers $d_{i k}, n_{i k}$ and $e_{i k}$ as follows:

$$
\begin{aligned}
d_{i k} & : \\
n_{i k} & :=\frac{\operatorname{lcm}\left(a_{1}, \ldots, \hat{a}_{i}, \ldots, a_{k}\right),}{\operatorname{gcd}\left(a_{i}, d_{i k}\right)}, \\
e_{i k} & :=\frac{d_{i k}}{\operatorname{gcd}\left(a_{i}, d_{i k}\right)} .
\end{aligned}
$$

(The symbol ${ }^{\wedge}$ in the definition of $d_{i k}$ indicates an omitted term.) In addition, we define integers $\mu_{i k}$ by the following condition:

$$
\begin{equation*}
e_{i k} \mu_{i k}+1 \equiv 0 \quad\left(\bmod n_{i k}\right), \quad 0 \leq \mu_{i k}<n_{i k} . \tag{2.1}
\end{equation*}
$$

We also write

$$
\begin{aligned}
& d_{k-1}:=d_{k k}, d_{m}:=\operatorname{lcm}\left(a_{1}, \ldots, a_{m}\right), \\
& n_{k}:=n_{k k}, e_{k}:=e_{k k}, \mu_{k}:=\mu_{k k} .
\end{aligned}
$$

We can easily see that

$$
\begin{align*}
& d_{k}=d_{i k} n_{i k}=a_{i} e_{i k},  \tag{2.2}\\
& \operatorname{gcd}\left(n_{i k}, n_{j k}\right)=1 \quad(1 \leq i<j \leq k \leq m) . \tag{2.3}
\end{align*}
$$

Let $f_{i}=x_{i}$ for $i \in\{1,2\}$, and $f_{i}=p_{i} x_{1}^{a_{1}}+q_{i} x_{2}^{a_{2}}$ for $i \in\{3, \ldots, m\}$, where $p_{i}, q_{i} \neq 0$ and $p_{i} q_{j} \neq p_{j} q_{i}$ for $i \neq j$. For $i \in\{1, \ldots, m\}$, let $C_{i} \subset \mathbb{C}^{2}$ and $C \subset \mathbb{C}^{2}$ be the plane curves defined by $f_{i}=0$ and $\prod_{i=1}^{m} f_{i}=0$, respectively. Then $C=\sum_{i=1}^{m} C_{i}$ is a reduced divisor.

Lemma 2.2. Let $\phi: Y \longrightarrow \mathbb{C}^{2}$ be the minimal embedded good resolution of the curve singularity ( $C, o$ ) with exceptional set $F$. Let $\bar{C}_{i} \subset Y$ be the strict transform of $C_{i}$. Then we have the following.
(1) $F$ is a chain of rational curves with unique ( -1 )-curve. Let $F_{0} \subset F$ denote the ( -1 )-curve.
(2) $\bigcup_{i=3}^{m} \bar{C}_{i}$ does not intersect any component of $F-F_{0}$.
(3) $\bar{C}_{1}$ and $\bar{C}_{2}$ intersect distinct ends of $F$ if $F$ is not irreducible.
(4) For $i \geq 3$, each $\bar{C}_{i}$ has $\operatorname{gcd}\left(a_{1}, a_{2}\right)$ components.
(5) The multiplicity of the zero divisor $\operatorname{div}_{Y}\left(f_{i} \circ \phi\right)$ along $F_{0}$ is $e_{i 2}$ for $i \in$ $\{1,2\}$, and $d_{2}$ for $i \geq 3$.
(6) For $i \in\{1,2\}$, the weighted dual graph of the minimal connected chain of curves with ends $F_{0}$ and $\bar{C}_{i}$ is as follows:

where $n_{i 2} / \mu_{i 2}=\left[\left[c_{i 1}, \ldots, c_{i s_{i}}\right]\right]$.

Proof. From the above notation, we have

$$
\begin{aligned}
& d_{2}=\operatorname{lcm}\left(a_{1}, a_{2}\right), \\
& n_{12}=e_{22}=a_{1} / \operatorname{gcd}\left(a_{1}, a_{2}\right), \\
& n_{22}=e_{12}=a_{2} / \operatorname{gcd}\left(a_{1}, a_{2}\right) .
\end{aligned}
$$

Let $f_{i}^{\prime}=\bar{x}_{i}^{e_{i 2}}$ for $i \in\{1,2\}$ and $f_{i}^{\prime}=p_{i} \bar{x}_{1}^{d_{2}}+q_{i} \bar{x}_{2}^{d_{2}}$ for $i \in\{3, \ldots, m\}$. For $i \in\{1, \ldots, m\}$, let $C_{i}^{\prime} \subset \mathbb{C}_{\left(\bar{x}_{1}, \bar{x}_{2}\right)}^{2}$ and $C^{\prime} \subset \mathbb{C}_{\left(\bar{x}_{1}, \bar{x}_{2}\right)}^{2}$ be the plane curve defined by $f_{i}^{\prime}=0$ and $\prod_{i=1}^{m} f_{i}^{\prime}=0$, respectively. Let $\Psi: \mathbb{C}_{\left(\bar{x}_{1}, \bar{x}_{2}\right)}^{2} \longrightarrow \mathbb{C}_{\left(x_{1}, x_{2}\right)}^{2}$ be the holomorphic map defined by $x_{1}=\bar{x}_{1}^{n_{22}}, x_{2}=\bar{x}_{2}^{n_{12}}$. Since $d_{2}=a_{1} a_{2} / \operatorname{gcd}\left(a_{1}, a_{2}\right)=$ $a_{1} n_{22}=a_{2} n_{12}$, we have $\Psi\left(C^{\prime}\right)=C$. The map $\Psi$ can be regarded as the quotient map by the natural action to $\mathbb{C}_{\left(\bar{x}_{1}, \bar{x}_{2}\right)}^{2}$ of the group

$$
G=\left\langle\left(\begin{array}{cc}
\epsilon_{n_{22}} & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
1 & 0 \\
0 & \epsilon_{n_{12}}
\end{array}\right)\right\rangle,
$$

where $\epsilon_{n_{i 2}}$ is the primitive $n_{i 2}$-th root of unity $\exp \left(2 \pi \sqrt{-1} / n_{i 2}\right)$ for $i \in\{1,2\}$.
Let $\Phi^{\prime}: \bar{N} \longrightarrow \mathbb{C}_{\left(\bar{x}_{1}, \bar{x}_{2}\right)}^{2}$ be the blowing up at the origin $\bar{o}$ of $\mathbb{C}_{\left(\bar{x}_{1}, \bar{x}_{2}\right)}^{2}$ and $\bar{E}:=\Phi^{\prime-1}(\bar{o})$ the exceptional set. Then $\bar{N}$ is covered by two open sets $U_{0}$ and $U_{1}$, each of which is isomorphic to $\mathbb{C}^{2}$. The action of $G$ is lifted onto $\bar{N}$ through $\Phi^{\prime}$. From (2.1), we have

$$
\begin{array}{lll}
e_{12} \mu_{12}+1 \equiv 0 & \left(\bmod n_{12}\right), & 0 \leq \mu_{12}<n_{12}, \\
e_{22} \mu_{22}+1 \equiv 0 & \left(\bmod n_{22}\right), & 0 \leq \mu_{22}<n_{22} .
\end{array}
$$

Then, from [34, Theorem 2.3], we can easily see that the quotient space $\bar{N} / G$ is covered by two cyclic quotient singularity spaces $U_{0} / G$ and $U_{1} / G$ whose respective types are $C_{n_{12}, \mu_{12}}$ and $C_{n_{22}, \mu_{22}}$; also the cyclic quotient singularity of type $C_{n_{12}, \mu_{12}}$ (resp. $\left.C_{n_{22}, \mu_{22}}\right)$ is located on $\psi(\bar{E}) \cap \psi\left(\Phi_{*}^{\prime-1} C_{1}^{\prime}\right)\left(\right.$ resp. $\left.\psi(\bar{E}) \cap \psi\left(\Phi_{*}^{\prime-1} C_{2}^{\prime}\right)\right)$ and $\psi(\bar{E}) \simeq \mathbb{P}^{1}$, where $\psi: \bar{N} \longrightarrow \bar{N} / G$ is the quotient map. Furthermore, for $i \in$ $\{3, \ldots, m\}$, we have that $\psi\left(\Phi_{*}^{\prime-1} C_{i}^{\prime}\right)$ does not intersect $\psi\left(\Phi_{*}^{\prime-1} C_{1}^{\prime}\right)$ and $\psi\left(\Phi_{*}^{\prime-1} C_{2}^{\prime}\right)$.

Let $\eta: Y \longrightarrow \bar{N} / G$ be the minimal resolution of those two cyclic quotient singularities of type $C_{n_{12}, \mu_{12}}$ and $C_{n_{22}, \mu_{22}}$, and $\Phi: \bar{N} / G \longrightarrow \mathbb{C}_{\left(x_{1}, x_{2}\right)}^{2}$ the natural map to $\mathbb{C}_{\left(x_{1}, x_{2}\right)}^{2}$. Then $\phi=\Phi \circ \eta: Y \longrightarrow \mathbb{C}_{\left(x_{1}, x_{2}\right)}^{2}$ gives us the minimal embedded good resolution of the curve singularity $(C, o)$ with exceptional set $F$. Thus we
have the following diagram:


We see that the strict transform of $\psi(\bar{E})$ by $\eta$ is necessarily the unique ( -1 )-curve.
Thus we have (1), (6) and (2). Following (6), we have (3).
For $i \in\{3, \ldots, m\}$, the strict transform $\Phi_{*}^{\prime-1} C_{i}^{\prime}$ of $C_{i}^{\prime}$ by $\Phi^{\prime}$ consists of disjoint $d_{2}$ branches, each of which intersects $\bar{E}$ transversely at a point. Then $\psi\left(\Phi_{*}^{\prime-1} C_{i}^{\prime}\right)$ consists of $d_{2} /\left(n_{22} n_{12}\right)=\operatorname{gcd}\left(a_{1}, a_{2}\right)$ irreducible components, each of which intersects $\psi(\bar{E})$ transversely at a point, and then the strict transform $\bar{C}_{i}$ of $C_{i}$ intersect $F_{0}$ transversely at $\operatorname{gcd}\left(a_{1}, a_{2}\right)$ distinct points by $\phi$ for $i \in\{3, \ldots, m\}$. Hence (4) holds.

The multiplicity of $f_{i}^{\prime} \circ \Phi^{\prime}$ along $\bar{E}$ is $e_{i 2}$ for $i \in\{1,2\}$ and $d_{2}$ for $i \in\{3, \ldots, m\}$, then the multiplicity of $f_{i} \circ \Phi$ along $\psi(\bar{E})$ is also $e_{i 2}$ for $i \in\{1,2\}$ and $d_{2}$ for $i \in\{3, \ldots, m\}$, and then the multiplicity of $f_{i} \circ \phi$ along $F_{0}$ is $e_{i 2}$ for $i \in\{1,2\}$ and $d_{2}$ for $i \in\{3, \ldots, m\}$. Thus we have (5).

Example 2.3. Let $f_{1}=x, f_{2}=y$ and $f_{3}=x^{3}+y^{4}$. Then $d_{2}=\operatorname{lcm}(3,4)=$ $12, n_{12}=e_{22}=3 / \operatorname{gcd}(3,4)=3, n_{22}=e_{12}=4 / \operatorname{gcd}(3,4)=4, \mu_{12}=2$ and $\mu_{22}=1$. For $i \in\{1,2,3\}$, let $C_{i} \subset \mathbb{C}^{2}$ and $C \subset \mathbb{C}^{2}$ be the plane curve defined by $f_{i}=0$ and $\prod_{i=1}^{3} f_{i}=0$, respectively. Let $\phi: Y \longrightarrow \mathbb{C}^{2}$ be the minimal embedded good resolution of the curve singularity $(C, o)$ with exceptional set $F$. Then the weighted dual graph of the exceptional set $F$ is a chain of rational curves with
unique ( -1 )-curve $F_{0}$ which is as follows:


For $i \in\{1,2,3\}$, let $\bar{C}_{i} \subset Y$ be the strict transform of $C_{i}$. Then the weighted dual graph of the minimal connected chain of curves with ends $F_{0}$ and $\bar{C}_{1}$ is as follows:

and the multiplicity of the zero divisor $\operatorname{div}_{Y}(x \circ \phi)$ along $F_{0}$ is $e_{12}=4$. The weighted dual graph of the minimal connected chain of curves with ends $F_{0}$ and $\bar{C}_{2}$ is as follows:

and the multiplicity of the zero divisor $\operatorname{div}_{Y}(y \circ \phi)$ along $F_{0}$ is $e_{22}=3$. The strict transform $\bar{C}_{3}$ of $C_{3}$ has $\operatorname{gcd}(3,4)=1$ component which intersects $F_{0}$ transversely at a point and the weighted dual graph of $\phi^{*} C_{3}$ is as follows:


Following the situation of Lemma 2.2, let $\eta: Y \longrightarrow \tilde{X}_{2}$ be the morphism which contracts the divisor $F-F_{0} \subset Y$. Let $D_{i, 2}=\eta_{*}\left(\bar{C}_{i}\right)$ and $F_{2}=\eta_{*}\left(F_{0}\right)$. By Lemma 2.2, $\tilde{X}_{2}$ has only two singular points of types $C_{n_{12}, \mu_{12}}$ and $C_{n_{22}, \mu_{22}}$.

Let $\Phi: \tilde{X}_{2} \longrightarrow \mathbb{C}^{2}$ be the natural projection and let $f_{j, 2}=f_{j} \circ \Phi$. Suppose that $\tilde{X}_{k}$ and $\left\{f_{j, k}\right\}$ are obtained for $2 \leq k<m$. Then we define $\tilde{X}_{k+1}$ to be the normalization of a surface $\left\{f_{k+1, k}=x_{k+1}^{a_{k+1}}\right\} \subset \tilde{X}_{k} \times \mathbb{C}$, where we regard $x_{k+1}$ as the coordinate function of the second component $\mathbb{C}$. Let $\pi_{k+1}: \tilde{X}_{k+1} \longrightarrow \tilde{X}_{k}$ be
the natural morphism and $f_{j, k+1}=f_{j, k} \circ \pi_{k+1}$. Let $F_{k}$ (resp. $D_{j, k}$ ) denote the fiber of $F_{2}\left(\right.$ resp. $\left.D_{j, 2}\right)$ on $\tilde{X}_{k}$. We have the following commutative diagram:


Theorem 2.4 (Tomaru [36, §3], cf. [13, Theorem 2.2]). Let (U,o) be the cyclic quotient singularity of type $C_{n, \mu}, \mathfrak{m}$ the maximal ideal of $\mathcal{O}_{U, o}$, and $h \in \mathfrak{m}$. Assume that the zero divisor of the pull-back of $h$ on the minimal resolution of $(U, o)$ has the weighted dual graph as in Figure 2.1,


Figure 2.1.
where $n / \mu=\left[\left[c_{1}, \ldots, c_{s}\right]\right], H_{0} \cup H_{s+1}$ is the strict transform of $\{h=0\}$ with irreducible components $H_{0}$ and $H_{s+1}$, and the $\rho_{i}$ 's denote multiplicities (if $n=1$, then $(U, o)=\left(\mathbb{C}^{2}, o\right)$ and $\left.s=0\right)$. Let a be a positive integer. We define integers $\alpha$ and $p$ as follows. Let

$$
\bar{a}=\frac{a}{\operatorname{gcd}\left(a, \operatorname{lcm}\left(\rho_{0}, \rho_{s+1}\right)\right)}, \bar{n}=\frac{n \operatorname{gcd}\left(a, \rho_{0}, \rho_{1}, \ldots, \rho_{s+1}\right)}{\operatorname{gcd}\left(a, \rho_{0}, \rho_{s+1}\right)},
$$

and $\alpha=\bar{a} \bar{n}$. Then $p$ is defined by the following condition:

$$
p \equiv \frac{a}{\operatorname{gcd}\left(a, \rho_{s+1}\right)} \mu \beta+\frac{\rho_{s+1}}{\operatorname{gcd}\left(a, \rho_{s+1}\right)} \gamma \quad(\bmod \alpha), \quad 0 \leq p<\alpha,
$$

where $\beta$ and $\gamma$ are integers determined by

$$
\begin{aligned}
& \frac{a}{\operatorname{gcd}\left(a, \rho_{0}\right)} \beta \equiv 1 \quad\left(\bmod \rho_{0} / \operatorname{gcd}\left(a, \rho_{0}\right)\right), \quad 0 \leq \beta<\frac{\rho_{0}}{\operatorname{gcd}\left(a, \rho_{0}\right)}, \\
& \frac{\rho_{0}}{\operatorname{gcd}\left(a, \rho_{0}\right)} \gamma=\frac{a}{\operatorname{gcd}\left(a, \rho_{0}\right)} \beta-1 .
\end{aligned}
$$

Then the normalization $W$ of the $a$-fold covering of $U$ defined by $z^{a}=h$ has exactly $\operatorname{gcd}\left(a, \rho_{0}, \ldots, \rho_{s+1}\right)$ connected components. Each component $W_{i}$ of $W$ has
a cyclic quotient singularity of type $C_{\alpha, p}$ and the divisor of the function $z$ on $W_{i}$ has the multiplicity $\frac{\rho_{j}}{\operatorname{gcd}\left(a, \rho_{j}\right)}$ along the fiber of $H_{j}$ for $j=0, s+1$.

Example 2.5 ([36, Example 3.5]). Let $(U, o)$ be a cyclic quotient singularity of type $C_{30,7}$ and $h$ an element of the maximal ideal $\mathfrak{m}$ of the local ring $\mathcal{O}_{U, o}$, such that the zero divisor of the pull-back of $h$ on the minimal resolution of $(U, o)$ has the weighted dual graph as in Figure 2.2.


Figure 2.2.
Let $W$ be the normalization of the 45 -fold cyclic cover of $U$ defined by $z^{45}=h$.
Since $a=45, \rho_{0}=30$, and $\rho_{5}=60$, we have

$$
\begin{aligned}
& \operatorname{gcd}\left(a, \rho_{0}, \rho_{5}\right)=\operatorname{gcd}(45,30,60)=15 \\
& \operatorname{gcd}\left(a, \rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right)=\operatorname{gcd}(45,30,9,15,21,27,60)=3, \\
& \bar{n}=\frac{30 \times 3}{15}=6, \bar{a}=\frac{45}{\operatorname{gcd}(45, \operatorname{lcm}(30,60))}=3, \alpha=\bar{n} \bar{a}=18 .
\end{aligned}
$$

Then $\beta=\gamma=1$ and $p=7$. Hence $W$ has exactly 3 connected components. Each component $W_{i}$ of $W$ has a cyclic quotient singularity of type $C_{18,7}$, and the divisor of the function $z$ on $W_{i}$ has the multiplicities $\frac{30}{\operatorname{gcd}(30,45)}=2$ and $\frac{60}{\operatorname{gcd}(45,60)}=4$ along the fiber of $H_{0}$ and $H_{5}$, respectively.

Lemma 2.6. For $2 \leq k \leq m$ and $j>k$, we have the following.
(1) $\tilde{X}_{k}$ and $F_{k}$ are non-singular outside $F_{k} \cap\left(\bigcup_{i \leq k} D_{i, k}\right)$.
(2) Each of the divisors $D_{j, k}$ and $D_{k+1, k+1}$ has $\prod_{i=2}^{k} \operatorname{gcd}\left(a_{i}, d_{i-1}\right)$ components.
(3) Every point $x \in F_{k} \cap D_{k, k}$ is of type $C_{n_{k}, \mu_{k}}$ and the dual graph of the minimal embedded good resolution of the germ of the curve singularity $\left(F_{k} \cup D_{k, k}, x\right) \subset\left(\tilde{X}_{k}, x\right)$ is as follows:

where $\bar{F}_{k}$ and $\bar{D}_{k, k}$ denote the strict transforms, and $n_{k} / \mu_{k}=\left[\left[c_{1}, \ldots, c_{s}\right]\right]$.
(4) $\operatorname{div}_{\tilde{X}_{k}}\left(x_{k}\right)=e_{k} F_{k}+D_{k, k}$.
(5) $\operatorname{div}_{\tilde{X}_{k}}\left(f_{j, k}\right)=d_{k} F_{k}+D_{j, k}$.
(6) $F_{k}$ is irreducible.

Proof. In case $k=2$, the assertion follows from Lemma 2.2. Assume that it holds for some $k \geq 2$. Let $x$ be a point of $F_{k} \cap D_{j, k}$ and $U \subset \tilde{X}_{k}$ a sufficiently small neighborhood of $x$. Then the point $x \in \tilde{X}_{k}$ is of type $C_{1,0}$ and the multiplicity of $f_{k+1, k}$ along $F_{k}$ is $d_{k}$ by the assumption. We apply Theorem 2.4 to the germ $(U, x)$ and the covering $x_{k+1}^{a_{k+1}}=f_{k+1, k}$; then $\alpha$ in the theorem is $n_{k+1}=n_{k+1 k+1}$. Let $W$ be the normalization of the covering. If $j>k+1$, putting $\left(s, \rho_{0}, \rho_{s+1}\right)=\left(0, d_{k}, 0\right)$, we obtain that $W$ has exactly $\operatorname{gcd}\left(a_{k+1}, d_{k}\right)$ components, which are non-singular. Thus (1) holds by induction. Suppose $j=k+1$ and put $\rho_{0}=d_{k}$ and $\rho_{1}=1$. Then $W$ is an irreducible surface with a cyclic quotient singularity of type $C_{n_{j}, \mu_{j}}$, and $\operatorname{div}_{W}\left(x_{j}\right)=e_{j} F_{j}+D_{j, j}$. These imply (2), (3) and (4). It also follows that $F_{k}$ is locally irreducible. Since $\tilde{X}_{k}$ is a partial resolution of a normal surface singularity, the exceptional set $F_{k} \subset \tilde{X}_{k}$ is connected. Hence (6) holds. We have

$$
a_{j} \operatorname{div}_{W}\left(x_{j}\right)=\operatorname{div}_{W}\left(f_{j, j}\right)=\left(\left.\pi_{j}\right|_{W}\right)^{*}\left(d_{k} F_{k}+D_{j, k}\right)
$$

By (2.2), we have $\pi_{k+1}^{*}\left(d_{k} F_{k}\right)=d_{k+1} F_{k+1}$. This proves (5).

For $1 \leq i \leq m$, we define integers $\hat{g}$ and $\hat{g}_{i}$ as follows:

$$
\begin{aligned}
& \hat{g}:=\frac{a_{1} \cdots a_{m}}{\operatorname{lcm}\left(a_{1}, \ldots, a_{m}\right)}, \\
& \hat{g}_{i}:=\frac{a_{1} \cdots \hat{a_{i}} \cdots a_{m}}{\operatorname{lcm}\left(a_{1}, \ldots, \hat{a_{i}}, \ldots, a_{m}\right)} .
\end{aligned}
$$

For $m=3$, we have $\operatorname{gcd}\left(a_{2}, d_{1}\right)=\operatorname{gcd}\left(a_{1}, a_{2}\right)=\hat{g}_{3}=\frac{a_{1} a_{2}}{\operatorname{lcm}\left(a_{1}, a_{2}\right)}$. If we assume that $\prod_{i=2}^{k-1} \operatorname{gcd}\left(a_{i}, d_{i-1}\right)=\hat{g}_{k}$ for some integer $k$ with $3 \leq k<m$. Then

$$
\prod_{i=2}^{k} \operatorname{gcd}\left(a_{i}, d_{i-1}\right)=\hat{g}_{k} \cdot \operatorname{gcd}\left(a_{k}, d_{k-1}\right)=\frac{a_{1} \cdots a_{k}}{\operatorname{lcm}\left(a_{1}, \ldots, a_{k}\right)}=\hat{g}_{k+1} .
$$

Thus, by induction, we have $\prod_{i=2}^{m-1} \operatorname{gcd}\left(a_{i}, d_{i-1}\right)=\hat{g}_{m}$, and Lemma 2.6 immediately implies the following.

Lemma 2.7. Let $X^{\prime}=\tilde{X}_{m}, E^{\prime}=F_{m}$, and $D_{i}=D_{i, m}$. Then we have the following.
(1) Every $D_{i}$ is reduced and $D:=\bigcup_{i=1}^{m} D_{i}$ is a disjoint union of irreducible components.
(2) The set of the singular points of $X^{\prime}$ is a subset of $E^{\prime} \cap D$.
(3) $D_{m}$ has $\hat{g}_{m}$ components.
(4) Suppose $x \in E^{\prime} \cap D_{m}$. Then $x \in X^{\prime}$ is a cyclic quotient singularity of type $C_{n_{m}, \mu_{m}}$ and the weighted dual graph of the minimal embedded good resolution of the germ $\left(E^{\prime} \cup D_{m}, x\right) \subset\left(X^{\prime}, x\right)$ is as follows:

where $\bar{E}^{\prime}$ and $\bar{D}_{m}$ denote the strict transforms, and $n_{m} / \mu_{m}=\left[\left[c_{1}, \ldots, c_{s}\right]\right]$.
(5) $\operatorname{dim}_{X^{\prime}}\left(x_{m}\right)=e_{m} E^{\prime}+D_{m}$.

### 2.2. Zero divisors of the pull-back of the coordinate functions

We use the same notation as in Section 2.1. Let $f^{\prime}: \tilde{X} \rightarrow X^{\prime}$ be the minimal resolution of $X^{\prime}=\tilde{X}_{m}$ and $E$ the fiber of $E^{\prime}=F_{m}$. Let $E_{0} \subset E$ denote the strict transform of $E^{\prime}$ and $f: \tilde{X} \longrightarrow X$ be the composite of the resolution $f^{\prime}: \tilde{X} \longrightarrow X^{\prime}$ and the partial resolution $X^{\prime}=\tilde{X}_{m} \longrightarrow X_{m}=X$. Clearly $f$ is a good resolution of ( $X, o$ ) with exceptional set $E$. We have the following diagram:


For any non-zero function $h \in \mathcal{O}_{X, o}$, we write

$$
\operatorname{div}_{\tilde{X}}(h):=\operatorname{div}_{\tilde{X}}(h \circ f)=(h)_{E}+H,
$$

where $(h)_{E}$ is supported in $E$ and $H$ does not contain any irreducible component of $E$. Let

$$
Z^{(i)}=\left(x_{i}\right)_{E}, \alpha_{i}:=n_{i m}, \beta_{i}:=\mu_{i m}
$$

Lemma 2.8 (Hurwitz formula). Let $R$ and $S$ be non-singular compact algebraic curves and $\varphi: R \longrightarrow S$ be a surjective holomorphic map. Let $P_{1}, P_{2}, \ldots, P_{l}$ be the ramification points with ramification indices $e_{1}, e_{2}, \ldots, e_{l}$, respectively. Then

$$
2 g(R)-2=\operatorname{deg}(\varphi)(2 g(S)-2)+\sum_{j=1}^{l}\left(e_{j}-1\right)
$$

where $g(R), g(S)$ are the genus of $R, S$, respectively.

Theorem 2.9. Let $g$ and $-c_{0}$ denote the genus and the self-intersection number of $E_{0}$, respectively. Then the weighted dual graph of the exceptional set $E$ is as Figure 2.3, where the invariants are as follows:

$$
\begin{aligned}
& 2 g-2=(m-2) \hat{g}-\sum_{i=1}^{m} \hat{g}_{i}, \\
& c_{0}=\sum_{w=1}^{m} \frac{\hat{g}_{w} \beta_{w}}{\alpha_{w}}+\frac{a_{1} \cdots a_{m}}{d_{m}^{2}}, \\
& \beta_{w} / \alpha_{w}= \begin{cases}{\left[\left[c_{w, 1}, \ldots, c_{w, s_{w}}\right]\right]^{-1}} & \text { if } \alpha_{w} \geq 2, \\
0 & \text { if } \alpha_{w}=1 .\end{cases}
\end{aligned}
$$

Furthermore,

$$
Z^{(i)}=\lambda_{0}^{(i)} E_{0}+\sum_{w=1}^{m} \sum_{\nu=1}^{s_{w}} \sum_{\xi=1}^{\hat{g}_{w}} \lambda_{w, \nu, \xi}^{(i)} E_{w, \nu, \xi}(1 \leq i \leq m)
$$



Figure 2.3.
where $\lambda_{0}^{(i)}$ and the sequence $\left\{\lambda_{w, \nu, \xi}^{(i)}\right\}$ are determined by the following:

$$
\begin{aligned}
& \lambda_{w, 0, \xi}^{(i)}:=\lambda_{0}^{(i)}:=e_{\text {im }}, \\
& \lambda_{w, s_{w}+1, \xi}^{(i)}:= \begin{cases}1 & \text { if } w=i \\
0 & \text { if } w \neq i,\end{cases} \\
& \lambda_{w, \nu-1, \xi}^{(i)}=\lambda_{w,, \xi}^{(i)} c_{w, \nu}-\lambda_{w, \nu+1, \xi}^{(i)} .
\end{aligned}
$$

The cycle $Z^{(i)}$ is the smallest one among the cycles $Z>0$ such that $-Z$ is nef and the coefficients of $E_{0}$ in $Z$ is $e_{i m}$.

Proof. From (1) and (2) of Lemma 2.7, we see that the claims (3)-(5) of Lemma 2.7 also hold for every $i \in\{1, \ldots, m\}$ instead of $m$, by taking permutations of variables. These data immediately show the dual graph except for $c_{0}$ and $g$. Since $\operatorname{div}_{X^{\prime}}\left(x_{i}\right)=e_{i m} E^{\prime}+D_{i}$ by Lemma $2.7(5), \lambda_{0}^{(i)}$ should be $e_{i m}$ and the coefficient
of the cycle $Z^{(i)}$ can be determined by the following:

$$
0=\left(Z^{(i)}+\bar{D}_{i}\right) E_{w, k, \xi}=\lambda_{w, k-1, \xi}^{(i)}-\lambda_{w, k, \xi}^{(i)} c_{w, k}+\lambda_{w, k+1, \xi}^{(i)}
$$

The last assertion follows from Lemma 1.53.
Recall that $F_{0}$ is the (-1)-curve on $Y$ (see Lemma 2.2). Let $p: E_{0} \longrightarrow F_{0} \cong \mathbb{P}^{1}$ be the natural map and $\pi:=\pi_{3} \circ \cdots \circ \pi_{m}$. From the proof of Lemma 2.6 and Lemma 2.7 (3), we obtain the following.

- $\pi^{*} F_{2}=\left(d_{m} / d_{2}\right) F_{m}$, and thus $\operatorname{deg} p=d:=d_{2} a_{3} \cdots a_{m} / d_{m}$.
- The ramification index of a point $x \in E_{0}$ which corresponds to a point of $E^{\prime} \cap D_{i}$ is $d \operatorname{gcd}\left(a_{1}, a_{2}\right) / \hat{g}_{i}$ for $i \geq 3$, and $d / \hat{g}_{i}$ for $i=1,2$.

By Lemma 2.8,

$$
\begin{aligned}
2 g-2 & =d(-2)+\sum_{i=3}^{m} \hat{g}_{i}\left(\frac{d \operatorname{gcd}\left(a_{1}, a_{2}\right)}{\hat{g}_{i}}-1\right)+\sum_{i=1}^{2} \hat{g}_{i}\left(\frac{d}{\hat{g}_{i}}-1\right) \\
& =(m-2) d \operatorname{gcd}\left(a_{1}, a_{2}\right)-\sum_{i=1}^{m} \hat{g}_{i} \\
& =\frac{(m-2) d_{2} a_{3} \cdots a_{m}}{\operatorname{lcm}\left(a_{1}, \ldots, a_{m}\right)} \operatorname{gcd}\left(a_{1}, a_{2}\right)-\sum_{i=1}^{m} \hat{g}_{i} \\
& =(m-2) \hat{g}-\sum_{i=1}^{m} \hat{g}_{i} .
\end{aligned}
$$

By Lemma 1.56 (1), we obtain (even in the case $s_{w}=0$ ) that

$$
\lambda_{w, 1, \xi}^{(m)}=\left(\beta_{w} e_{m}+\lambda_{w, s_{w}+1, \xi}^{(m)}\right) / \alpha_{w} .
$$

Since the intersection number of $E_{0}$ and $\operatorname{div}_{\tilde{X}}\left(x_{m}\right)$ is zero,

$$
\begin{aligned}
c_{0} e_{m} & =c_{0} \lambda_{0}^{(m)}=\sum_{w=1}^{m} \hat{g}_{w} \lambda_{w, 1, \xi}^{(m)} \\
& =\sum_{w=1}^{m-1} \frac{\hat{g}_{w} \beta_{w} e_{m}}{\alpha_{w}}+\frac{\hat{g}_{m}\left(\beta_{m} e_{m}+1\right)}{\alpha_{m}} .
\end{aligned}
$$

Hence

$$
c_{0}=\sum_{w=1}^{m} \frac{\hat{g}_{w} \beta_{w}}{\alpha_{w}}+\frac{\hat{g}_{m}}{\alpha_{m} e_{m}} .
$$

Since $\hat{g}_{m} / \alpha_{m} e_{m}=\hat{g}_{m} a_{m} d_{m-1} / d_{m}^{2}=a_{1} \cdots a_{m} / d_{m}^{2}$, we obtain the assertion.

Example 2.10. Let $a_{1}=\cdots=a_{m-3}=2, a_{m-2}=3, a_{m-1}=4, a_{m}=5$, $m \geq 4$. Then

$$
\begin{aligned}
& d_{1 m}=\cdots=d_{m-3, m}=60, d_{m-2, m}=20, d_{m-1, m}=30, d_{m m}=12, d_{m}=60 \\
& e_{1 m}=\cdots=e_{m-3, m}=30, e_{m-2, m}=20, e_{m-1, m}=15, e_{m m}=12 \\
& n_{1 m}=\cdots=n_{m-3, m}=1, n_{m-2, m}=3, n_{m-1, m}=2, n_{m m}=5 \\
& \mu_{1 m}=\cdots=\mu_{m-3, m}=0, \mu_{m-2, m}=1, \mu_{m-1, m}=1, \mu_{m m}=2 \\
& \hat{g}_{1}=\cdots=\hat{g}_{m-3}=2^{m-4}, \hat{g}_{m-2}=2^{m-3}, \hat{g}_{m-1}=2^{m-4}, \hat{g}_{m}=2^{m-3}, \hat{g}=2^{m-3} .
\end{aligned}
$$

By Theorem 2.9, we have $c_{0}=2^{m-3}$ and $g=(m-6) \cdot 2^{m-5}+1$. Then the weighted dual graph of $E$ is as Figure 2.4. Furthermore, by Theorem 2.9, the zero divisors
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of the pull-back of the coordinate functions $x_{1}, \ldots, x_{m}$ are as follows:

$$
\begin{aligned}
Z^{(1)} & =\cdots=Z^{(m-3)} \\
& =30 E_{0}+10 \cdot \sum_{\xi=1}^{\hat{g}_{m-2}} E_{m-2,1, \xi}+15 \cdot \sum_{\xi=1}^{\hat{g}_{m-1}} E_{m-1,1, \xi}+\sum_{\xi=1}^{\hat{g}_{m}}\left(12 E_{m, 1, \xi}+6 E_{m, 2, \xi}\right) ;
\end{aligned}
$$

$$
\begin{aligned}
Z^{(m-2)} & =20 E_{0}+7 \cdot \sum_{\xi=1}^{\hat{g}_{m-2}} E_{m-2,1, \xi}+10 \cdot \sum_{\xi=1}^{\hat{g}_{m-1}} E_{m-1,1, \xi}+\sum_{\xi=1}^{\hat{g}_{m}}\left(8 E_{m, 1, \xi}+4 E_{m, 2, \xi}\right) ; \\
Z^{(m-1)} & =15 E_{0}+5 \cdot \sum_{\xi=1}^{\hat{g}_{m-2}} E_{m-2,1, \xi}+8 \cdot \sum_{\xi=1}^{\hat{g}_{m-1}} E_{m-1,1, \xi}+\sum_{\xi=1}^{\hat{g}_{m}}\left(6 E_{m, 1, \xi}+3 E_{m, 2, \xi}\right) ; \\
Z^{(m)} & =12 E_{0}+4 \cdot \sum_{\xi=1}^{\hat{g}_{m-2}} E_{m-2,1, \xi}+6 \cdot \sum_{\xi=1}^{\hat{g}_{m-1}} E_{m-1,1, \xi}+\sum_{\xi=1}^{\hat{g}_{m}}\left(5 E_{m, 1, \xi}+3 E_{m, 2, \xi}\right) .
\end{aligned}
$$

Note that we have $Z^{(m)}<Z^{(m-1)}<Z^{(m-2)}<Z^{(m-3)}=\cdots=Z^{(1)}$, and by computation, we have

$$
\begin{aligned}
& -\left(Z^{(1)}\right)^{2}=\cdots=-\left(Z^{(m-3)}\right)^{2}=15 \cdot 2^{m-3} \\
& -\left(Z^{(m-2)}\right)^{2}=7 \cdot 2^{m-3} \\
& -\left(Z^{(m-1)}\right)^{2}=4 \cdot 2^{m-3} \\
& -\left(Z^{(m)}\right)^{2}=3 \cdot 2^{m-3}
\end{aligned}
$$

Lemma 2.11. For $1 \leq w \leq m,-\left(Z^{(w)}\right)^{2}=\hat{g}_{w}\left\lceil e_{w m} / \alpha_{w}\right\rceil$.

Proof. Let $E_{i, 0, \xi}=E_{0}$. From Theorem 2.9,

$$
-Z^{(w)} E_{i, \nu, \xi}= \begin{cases}1 & \text { if } s_{w}>0 \text { and }(i, \nu)=\left(w, s_{w}\right) \\ \hat{g}_{w} & \text { if } s_{w}=0 \text { and } \nu=0 \\ 0 & \text { otherwise }\end{cases}
$$

Since $\lambda_{w, s_{w}, \xi}^{(w)}=\left\lceil e_{w m} / \alpha_{w}\right\rceil$ by Lemma 1.56 (4), we have

$$
-Z^{(w)} Z^{(w)}=\hat{g}_{w}\left\lceil e_{w m} / \alpha_{w}\right\rceil
$$

In the situation of Example 2.10, by Lemma 2.11, we also have

$$
\begin{aligned}
& -\left(Z^{(1)}\right)^{2}=\cdots=-\left(Z^{(m-3)}\right)^{2}=\hat{g}_{w}\left\lceil e_{w m} / \alpha_{w}\right\rceil=15 \cdot 2^{m-3}, w \in\{1, \cdots, m-3\} \\
& -\left(Z^{(m-2)}\right)^{2}=\hat{g}_{m-2}\left\lceil e_{m-2, m} / \alpha_{m-2}\right\rceil=7 \cdot 2^{m-3}, \\
& -\left(Z^{(m-1)}\right)^{2}=\hat{g}_{m-1}\left\lceil e_{m-1, m} / \alpha_{m-1}\right\rceil=4 \cdot 2^{m-3}, \\
& -\left(Z^{(m)}\right)^{2}=\hat{g}_{m}\left\lceil e_{m m} / \alpha_{m}\right\rceil=3 \cdot 2^{m-3} .
\end{aligned}
$$

Lemma 2.12. [13, Lemma 4.3]. The resolution $f: \tilde{X} \longrightarrow X$ is not the minimal good resolution, i.e., $E_{0}$ is a $(-1)$-curve and intersects at most two curves, if and only if $m=3$ and $\left(a_{1}, a_{2}, a_{3}\right)=(2,2,2 l+1)$ for an integer $l>0$.

Proof. If $f$ is not the minimal good resolution, $X$ is a cyclic quotient singularity. It is well-known that a Gorenstein quotient surface singularity is a rational double point, hence a hypersurface. Thus the assertion follows from the result of hypersurface singularities [13, Lemma 4.3].

### 2.3. The fundamental cycle and the canonical cycle

Let $Z_{E}$ denote the fundamental cycle on $E$, i.e., the smallest anti-nef cycle supported on $E$. Since $(X, o)$ is a Gorenstein singularity, there exists a cycle $Z_{K}$ such that $-Z_{K}$ is a canonical divisor of $\tilde{X}$. We call $Z_{K}$ the canonical cycle on $\tilde{X}$. Let $\alpha=\prod_{w=1}^{m} \alpha_{w}$.

Assume that $a_{1} \leq \cdots \leq a_{m}$. It follows from (2.2) that $e_{1 m} \geq \cdots \geq e_{m m}=e_{m}$.

Theorem 2.13. Let $\epsilon_{w, \nu}=\left[\left[c_{w, \nu}, \ldots, c_{w, s_{w}}\right]\right]$ if $s_{w}>0$ (i.e., $\alpha_{w}>1$ ), and let

$$
Z_{E}=\theta_{0} E_{0}+\sum_{w=1}^{m} \sum_{\nu=1}^{s_{w}} \sum_{\xi=1}^{\hat{g}_{w}} \theta_{w, \nu, \xi} E_{w, \nu, \xi}
$$

Then $\theta_{0}$ and the sequence $\left\{\theta_{w, \nu, \xi}\right\}$ are determined by the following:

$$
\begin{aligned}
& \theta_{w, 0, \xi}:=\theta_{0}:=\min \left(e_{m}, \alpha\right), \\
& \theta_{w, \nu, \xi}=\left\lceil\theta_{w, \nu-1, \xi} / \epsilon_{w, \nu}\right\rceil\left(1 \leq \nu \leq s_{w}\right) .
\end{aligned}
$$

Proof. We follow the proof of [13, Theorem 1.4]. By Lemma 1.54, we only need to identify $\theta_{0}$. Let $u_{w}(1 \leq w \leq m)$ be the integers determined by

$$
\beta_{w} \theta_{0}+u_{w} \equiv 0 \quad\left(\bmod \alpha_{w}\right), \quad 0 \leq u_{w}<\alpha_{w}
$$

Then

$$
\theta_{w, 1, \xi}=\left\lceil\theta_{0} \beta_{w} / \alpha_{w}\right\rceil=\frac{\theta_{0} \beta_{w}+u_{w}}{\alpha_{w}} .
$$

Note that $\beta_{w}=s_{w}=0$ if $\alpha_{w}=1$. The condition $Z_{E} E_{0} \leq 0$ is equivalent to that

$$
\theta_{0} c_{0} \geq \sum_{w=1}^{m} \frac{\hat{g}_{w}\left(\theta_{0} \beta_{w}+u_{w}\right)}{\alpha_{w}} .
$$

Using Theorem 2.9, this inequality is equivalent to the following:

$$
\frac{\theta_{0} a_{1} \cdots a_{m}}{d_{m}^{2}} \geq \sum_{w=1}^{m} \frac{\hat{g}_{w} u_{w}}{\alpha_{w}}
$$

By (2.2), we have

$$
\frac{\hat{g}_{w} d_{m}^{2}}{\alpha_{w} a_{1} \cdots a_{m}}=\frac{d_{m}}{a_{w}}=e_{w m} .
$$

Thus the inequality is equivalent to the following:

$$
\theta_{0} \geq \sum_{w=1}^{m} u_{w} e_{w m}
$$

Let $\Lambda$ be the set of positive integers $\lambda$ satisfying the following condition: there exist integers $0 \leq v_{w}<\alpha_{w}$ for $1 \leq w \leq m$ such that

$$
\begin{equation*}
\lambda \geq \sum_{w=1}^{m} v_{w} e_{w m}, \quad \beta_{w} \lambda+v_{w} \equiv 0 \quad\left(\bmod \alpha_{w}\right) . \tag{2.4}
\end{equation*}
$$

By the definition of the fundamental cycle, $\theta_{0}=\min \Lambda$. Let

$$
\begin{aligned}
\Lambda_{0} & =\left\{\lambda \in \Lambda \mid(2.4) \text { with } v_{1}=\cdots=v_{m}=0\right\} \text { and } \\
\Lambda_{i} & =\left\{\lambda \in \Lambda \mid(2.4) \text { with } v_{i}=1, v_{j}=0, j \neq i\right\} .
\end{aligned}
$$

We see that $\operatorname{gcd}\left(\alpha_{w}, \beta_{w}\right)=\operatorname{gcd}\left(\alpha_{w}, \alpha_{w^{\prime}}\right)=1$ and $\min \Lambda_{i}=e_{i m}$ for $1 \leq i \leq m$ by the definition of these integers and (2.3). Thus we have

$$
\min \Lambda_{0}=\alpha \quad \text { and } \quad \min \left(\Lambda \backslash \Lambda_{0}\right)=\min \Lambda_{m}=e_{m}
$$

Therefore, we obtain that $\min \Lambda=\min \left(e_{m}, \alpha\right)$.

Example 2.14. Let $a_{1}=a_{2}=2, a_{3}=\cdots=a_{m-1}=3, a_{m}=4, m \geq 4$. Then

$$
\begin{aligned}
& d_{1 m}=d_{2 m}=12, d_{3 m}=\cdots=d_{m-1, m}=12, d_{m m}=6, d_{m}=12 \\
& e_{1 m}=e_{2 m}=6, e_{3 m}=\cdots=e_{m-1, m}=4, e_{m m}=3 \\
& \alpha_{1 m}=\cdots=\alpha_{m-1, m}=1, \alpha_{m m}=2 \\
& \mu_{1 m}=\cdots=\mu_{m-1, m}=0, \mu_{m m}=1 \\
& \hat{g}_{1}=\hat{g}_{2}=2 \cdot 3^{m-4}, \hat{g}_{3}=\cdots=\hat{g}_{m-1}=4 \cdot 3^{m-5}, \hat{g}_{m}=2 \cdot 3^{m-4}, \hat{g}=4 \cdot 3^{m-4} .
\end{aligned}
$$

By Theorem 2.9, we have $c_{0}=4 \cdot 3^{m-5}$ and $g=(4 m-15) \cdot 3^{m-5}+1$. Then the weighted dual graph of $E$ is as in Figure 2.5. Furthermore, by Theorem 2.9,
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the zero divisors of the pull-back of the coordinate functions $x_{1}, \ldots, x_{m}$ are as follows:

$$
\begin{aligned}
& Z^{(1)}=Z^{(2)}=6 E_{0}+3 \cdot \sum_{\xi=1}^{\hat{g}_{m}} E_{m, 1, \xi}, \\
& Z^{(3)}=\cdots=Z^{(m-1)}=4 E_{0}+2 \cdot \sum_{\xi=1}^{\hat{g}_{m}} E_{m, 1, \xi}, \\
& Z^{(m)}=3 E_{0}+2 \cdot \sum_{\xi=1}^{\hat{g}_{m}} E_{m, 1, \xi}
\end{aligned}
$$

By Theorem 2.13, we obtain that $\theta_{0}=\min \left(e_{m}, \alpha\right)=2$ and the fundamental cycle $Z_{E}$ on $E$ is as follows:

$$
Z_{E}=2 E_{0}+\sum_{\xi=1}^{\hat{g}_{m}} E_{m, 1, \xi}
$$

Note that $\alpha=2$ and $\alpha<e_{m m}=3$, and $Z_{E}<Z^{(m)}$.

In the situation of Example 2.10, we have $a_{1}=\cdots=a_{m-3} \leq a_{m-2} \leq a_{m-1} \leq$ $a_{m}, e_{m m}=e_{m}=12, \alpha=30$ and $\theta_{0}=\min \left(e_{m}, \alpha\right)=12$. Then, by Theorem 2.13, the fundamental cycle $Z_{E}$ on $E$ is as follows:

$$
Z_{E}=12 E_{0}+4 \cdot \sum_{\xi=1}^{\hat{g}_{m-2}} E_{m-2,1, \xi}+6 \cdot \sum_{\xi=1}^{\hat{g}_{m-1}} E_{m-1,1, \xi}+\sum_{\xi=1}^{\hat{g}_{m}}\left(5 E_{m, 1, \xi}+3 E_{m, 2, \xi}\right) .
$$

Note that we have $\alpha>e_{m}$ and $Z_{E}=Z^{(m)}$.

Lemma 2.15. $Z_{E}=Z^{(m)}$ if and only if $e_{m} \leq \alpha$.

Proof. It follows from Theorem 2.9, Theorem 2.13 and Lemma 1.56 (3).

Theorem 2.16. Let $Z_{0}$ be the cycle which is obtained as $Z_{E}$ with the condition that $\theta_{0}=\alpha$ in Theorem 2.13. Then

$$
Z_{K}=E+\frac{(m-2) d_{m}}{\alpha} Z_{0}-\sum_{w=1}^{m} Z^{(w)} .
$$

Proof. Let $N_{0}=\left\{w \in\{1, \ldots, m\} \mid \alpha_{w}=1\right\}$ and $N_{1}=\{1, \ldots, m\} \backslash N_{0}$. Note that for $w \in N_{0}, \beta_{w}=0$ and $Z^{(w)} E_{0}=-\hat{g}_{w}$ (cf. the proof of Lemma 2.11). Let $B$ be any irreducible component of $E-E_{0}$. By the adjunction formula and

Theorem 2.9,

$$
\begin{aligned}
& \left(-Z_{K}+E\right) E_{0}=2 g-2+\sum_{w \in N_{1}} \hat{g}_{w} \\
& =2 g-2+\sum_{w=1}^{m} \hat{g}_{w}+\sum_{w \in N_{0}} Z^{(w)} E_{0} \\
& =(m-2) \hat{g}+\sum_{w \in N_{0}} Z^{(w)} E_{0}, \\
& \left(-Z_{K}+E\right) B=-2+(E-B) B \\
& = \begin{cases}-1 & \text { if } B=E_{w, s_{w}, \xi} \text { for some } w \text { and } \xi, \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

It follows from Lemma 1.56 (3) and (1) that $Z_{0}\left(E-E_{0}\right)=0$ and $\theta_{w, 1, \xi}=\alpha \beta_{w} / \alpha_{w}$. By Theorem 2.9,

$$
\begin{aligned}
-Z_{0} E_{0} & =c_{0} \alpha-\sum_{w=1}^{m} \frac{\hat{g}_{w} \alpha \beta_{w}}{\alpha_{w}} \\
& =\alpha\left(c_{0}-\sum_{w=1}^{m} \frac{\hat{g}_{w} \beta_{w}}{\alpha_{w}}\right) \\
& =\frac{\alpha a_{1} \cdots a_{m}}{d_{m}^{2}}=\frac{\alpha \hat{g}}{d_{m}}
\end{aligned}
$$

We see that for $w \in N_{0}$,

$$
\begin{equation*}
\frac{1}{Z_{0} E_{0}} Z_{0}=\frac{1}{Z^{(w)} E_{0}} Z^{(w)}, \tag{2.5}
\end{equation*}
$$

since they are numerically equivalent. Form the data of the intersection numbers of $-Z_{K}+E$ and (2.5), we obtain that

$$
\begin{aligned}
-Z_{K}+E & =\frac{\left(-Z_{K}+E\right) E_{0}}{Z_{0} E_{0}} Z_{0}+\sum_{w \in N_{1}} Z^{(w)} \\
& =\frac{(m-2) \hat{g}}{Z_{0} E_{0}} Z_{0}+\sum_{w \in N_{0}} Z^{(w)}+\sum_{w \in N_{1}} Z^{(w)} \\
& =-\frac{(m-2) d_{m}}{\alpha} Z_{0}+\sum_{w=1}^{m} Z^{(w)} .
\end{aligned}
$$

Thus the formula follows.

In the situation of Example 2.10, we have

$$
Z_{0}=30 E_{0}+10 \cdot \sum_{\xi=1}^{\hat{g}_{m-2}} E_{m-2,1, \xi}+15 \cdot \sum_{\xi=1}^{\hat{g}_{m-1}} E_{m-1,1, \xi}+\sum_{\xi=1}^{\hat{g}_{m}}\left(12 E_{m, 1, \xi}+6 E_{m, 2, \xi}\right)
$$

and

$$
\begin{aligned}
Z_{K} & =E+(30 m-77) E_{0}+(10 m-26) \cdot \sum_{\xi=1}^{\hat{g}_{m-2}} E_{m-2,1, \xi}+(15 m-39) \cdot \sum_{\xi=1}^{\hat{g}_{m-1}} E_{m-1,1, \xi} \\
& +\sum_{\xi=1}^{\hat{g}_{m}}\left((12 m-31) E_{m, 1, \xi}+(6 m-16) E_{m, 2, \xi}\right) .
\end{aligned}
$$

In the situation of Example 2.14, we have $Z_{0}=2 E_{0}+\sum_{\xi=1}^{\hat{g}_{m}} E_{m, 1, \xi}$ and

$$
Z_{K}=E+(8 m-27) E_{0}+(4 m-14) \cdot \sum_{\xi=1}^{\hat{g}_{m}} E_{m, 1, \xi} .
$$

The arithmetic genus of the fundamental cycle, namely,

$$
1-\chi\left(Z_{E}\right)=(1 / 2) Z_{E}\left(K_{\tilde{X}}+Z_{E}\right)+1,
$$

is called the fundamental genus. This invariant is independent of the resolution and denoted by $p_{f}(X, o)$. A formula of $p_{f}$ for weighted homogeneous surface singularities was established by Tomari (cf. [31, Theorem 3.1]). Applying the formula, Tomaru [32] obtained the following result in hypersurface case (cf. [13, Theorem 1.7]).

Theorem 2.17. If $e_{m} \geq \alpha$, then $-Z_{E}^{2}=\alpha^{2} \hat{g} / d_{m}$ and

$$
p_{f}(X, o)=\frac{1}{2} \alpha\left\{(m-2) \hat{g}-\frac{(\alpha-1) \hat{g}}{d_{m}}-\sum_{w=1}^{m} \frac{\hat{g}_{w}}{\alpha_{w}}\right\}+1 .
$$

If $e_{m} \leq \alpha$, then $-Z_{E}^{2}=\hat{g}_{m}\left\lceil e_{m} / \alpha_{m}\right\rceil$ and

$$
p_{f}(X, o)=\frac{1}{2} e_{m}\left\{(m-2) \hat{g}-\frac{\left(2\left\lceil e_{m} / \alpha_{m}\right\rceil-1\right) \hat{g}_{m}}{e_{m}}-\sum_{w=1}^{m-1} \frac{\hat{g}_{w}}{\alpha_{w}}\right\}+1 .
$$

Proof. Assume that $e_{m} \geq \alpha$, then $Z_{E}=Z_{0}$ and $\theta_{0}=\alpha$. By the proof of Theorem 2.16, we have $-Z_{0} E_{0}=\alpha \hat{g} / d_{m}$. Therefore

$$
\begin{gathered}
-Z_{E}^{2}=Z_{0}\left(\alpha E_{0}\right)=\alpha^{2} \hat{g} / d_{m} . \\
56
\end{gathered}
$$

We see that $\hat{g} e_{w m}=d_{m} \hat{g}_{w} / \alpha_{w}$. Thus

$$
\begin{aligned}
2 p_{f}(X, o)-2 & =\left(Z_{K}-Z_{0}\right)\left(-Z_{0}\right) \\
& =\left(E+\frac{(m-2) d_{m}-\alpha}{\alpha} Z_{0}-\sum_{w=1}^{m} Z^{(w)}\right)\left(-Z_{0}\right) \\
& =\left(1+\frac{(m-2) d_{m}-\alpha}{\alpha} \cdot \alpha-\sum_{w=1}^{m} e_{w m}\right) \alpha \hat{g} / d_{m} \\
& =\left((m-2) \hat{g}+(1-\alpha) \frac{\hat{g}}{d_{m}}-\sum_{w=1}^{m} \frac{\hat{g}_{w}}{\alpha_{w}}\right) \alpha .
\end{aligned}
$$

Next, assume that $e_{m} \leq \alpha$. Then $Z_{E}=Z^{(m)}$ by Lemma 2.20. It follows from Lemma 1.56 (4) that $\lambda_{m, s_{m}, \xi}^{(w)}=e_{m} / \alpha_{w}$ for $w \neq m$. By Lemma 2.11 and its proof, we have $-Z_{E}^{2}=-\left(Z^{(m)}\right)^{2}=\hat{g}_{m}\left\lceil e_{m} / \alpha_{m}\right\rceil$ and

$$
\begin{aligned}
2 p_{f}(X, o)-2 & =\left(Z_{K}-Z^{(m)}\right)\left(-Z^{(m)}\right) \\
& =\left(E+\frac{(m-2) d_{m}}{\alpha} Z_{0}-\sum_{w=1}^{m-1} Z^{(w)}-2 Z^{(m)}\right)\left(-Z^{(m)}\right) \\
& =\hat{g}_{m}+\frac{(m-2) d_{m}}{\alpha} \cdot \frac{\alpha \hat{g}}{d_{m}} \cdot e_{m}-\sum_{w=1}^{m-1} \frac{\hat{g}_{w} e_{m}}{\alpha_{w}}-2 \hat{g}_{m}\left\lceil e_{m} / \alpha_{m}\right\rceil \\
& =\left((m-2) \hat{g}+\frac{\hat{g}_{m}}{e_{m}}\left(1-2\left\lceil e_{m} / \alpha_{m}\right\rceil\right)-\sum_{w=1}^{m-1} \frac{\hat{g}_{w}}{\alpha_{w}}\right) e_{m} .
\end{aligned}
$$

In the situation of Example 2.10, we have
$\alpha=30>e_{m m}=12,-Z_{E}^{2}=3 \cdot 2^{m-3}=\hat{g}_{m}\left\lceil e_{m m} / \alpha_{m}\right\rceil$ and $p_{f}(X, o)=(3 m-9) \cdot 2^{m-3}+1$.

In the situation of Example 2.14, we have
$\alpha=2<e_{m m}=3,-Z_{E}^{2}=4 \cdot 3^{m-5}=\alpha^{2} \hat{g} / d_{m}$ and $p_{f}(X, o)=(8 m-28) \cdot 3^{m-5}+1$.

### 2.4. The maximal ideal cycle

In this section, we identify the maximal ideal cycle. We keep the assumption that $a_{1} \leq \cdots \leq a_{m}$. Let $\mathfrak{m}$ denote the maximal ideal of the local ring $\mathcal{O}_{X, o}$ and
$Z_{\mathfrak{m}}$ the maximal ideal cycle on $\tilde{X}$. By the definition, we have

$$
Z_{\mathfrak{m}}=\min \left\{(L)_{E} \mid L=c_{1} x_{1}+\cdots+c_{m} x_{m} \in \mathfrak{m}, c_{i} \in \mathbb{C}, L \neq 0\right\} .
$$

Theorem 2.18. We have $Z^{(m)} \leq \cdots \leq Z^{(1)}$. Hence $Z_{\mathfrak{m}}=Z^{(m)}$. Furthermore, the maximal ideal cycle coincides with the fundamental cycle on the minimal good resolution space and on $\tilde{X}$ if and only if $e_{m} \leq \alpha$.

Proof. Since $e_{1 m} \geq \cdots \geq e_{m m}=e_{m}$, the first assertion follows from Theorem 2.9 and Corollary 1.55. The last assertion follows from Lemma 2.20 and Lemma 2.12, and the fact that these two cycles coincide on any resolution of every rational surface singularity ([2]).

Example $2.19\left(\alpha<e_{m}\right)$. Let $a_{1}=a_{2}=2, a_{3}=\cdots=a_{m}=3, m \geq 3$. Then

$$
\begin{aligned}
& e_{1 m}=e_{2 m}=3, e_{3 m}=\cdots=e_{m m}=2, \\
& \alpha_{1}=\cdots=\alpha_{m}=1
\end{aligned}
$$

Also, we have $\beta_{1}=\cdots=\beta_{m}=0$. Therefore $E$ is irreducible, $Z_{E}=E$, and $Z_{\mathfrak{m}}=2 E$. We also have $g=(2 m-7) \cdot 3^{m-4}+1, c_{0}=3^{m-4}$ by Theorem 2.9.

Example $2.20\left(\alpha \geq e_{m}\right)$. Let $a_{1}=\cdots=a_{m-2}=2, a_{m-1}=3, a_{m}=7, m \geq$ 4. Then

$$
\begin{aligned}
& e_{1 m}=\cdots=e_{m-2, m}=21, e_{m-1, m}=14, e_{m}=6, \\
& \alpha_{1}=\cdots=\alpha_{m-2}=1, \alpha_{m-1}=3, \alpha_{m}=7
\end{aligned}
$$

Also, we have

$$
\begin{aligned}
& \beta_{1}=\cdots=\beta_{m-2}=0, \beta_{m-1}=\beta_{m}=1, \\
& \hat{g}_{m-1}=\hat{g}_{m}=2^{m-3} .
\end{aligned}
$$

Then the weighted dual graph of $E$ is as in Figure 2.6.


Figure 2.6.

The components $E_{m, s_{m}, \xi}$ correspond to the vertices with weight -7 . By Theorem 2.9, we have $c_{0}=2^{m-4}$ and $g=(m-6) \cdot 2^{m-5}+1$. Since $\alpha=21>6=e_{m}$, we have $Z_{\mathfrak{m}}=Z_{E}$ by Theorem 2.18.

### 2.5. Kodaira singularities

After Kulikov's results ([14]) for Arnold's classification ([1]) of unimodal and bimodal singularities, U. Karras ([11]) introduced the notation of Kodaira singularities for normal surface singularities in terms of pencils of curves. He proved several fundamental properties for them and applied his results to deformation theory of surface singularities. In this section, we give a condition for $(X, o)$ to be a Kodaira singularity following Konno and Nagashima.

Let $S$ be a non-singular complex surface and $\Delta \subset \mathbb{C}$ a small open disc around the origin. A surjective holomorphic map $\Phi: S \longrightarrow \Delta$ is said to be a pencil of curves of genus $g$, if it is proper and connected, and fibers $S_{t}:=\Phi^{-1}(t)(t \neq 0)$ are smooth curves of genus $g$. In this situation, we call $S_{o}:=\Phi^{-1}(o)$ the singular fiber.

Definition 2.21 (Karras [11]). A normal surface singularity ( $W, p$ ) is called a Kodaira singularity if there exists a pencil of curves $\Phi: S \rightarrow \Delta$ such that, after a finite number of blowing ups at finitely many non-singular points $P_{1}, \ldots, P_{r}$ in non-multiple components of the singular fiber $S_{o}, \Psi: S^{\prime} \rightarrow S$, there is a holomorphic map $\phi: M \rightarrow W$ from an open neighborhood $M$ of the strict
transform $F$ of $\operatorname{Supp}\left(S_{0}\right)$ in $S^{\prime}$ which is a resolution of ( $W, p$ ) with exceptional divisor $F$.

Example 2.22 ([35, Example 2.4]). There exists a pencil of curves $\Phi: S \longrightarrow$ $\Delta$ of genus $g=1$, , such that the singular fiber $S_{o}=\Phi^{-1}(o)$ is as follows:


Let $\Psi: S^{\prime} \longrightarrow S$ be blowing ups at non-singular points $P_{1} \in F_{1}, P_{2} \in F_{2}, P_{3} \in F_{3}$. Then we have the following figure


Let $M$ be an open neighborhood of the strict transform $F$ of $\operatorname{Supp}\left(S_{o}\right)$, where $F$ is as follows:


Contracting $F$ in $M$, we obtain a Kodaira surface singularity ( $W, o$ ).

Karras ([12]) proved a fine criteria for normal surface singularities to be a Kodaira singularities in terms of the maximal ideal cycle on the minimal good resolution.

Proposition $2.23([11, \S 2],[12])$. Let $\phi:(M, F) \rightarrow(W, p)$ be the minimal good resolution of a normal surface singularity and $Z_{F}$ the fundamental cycle on $F$. Then $(W, p)$ is a Kodaira singularity if and only if the coefficient of $F_{j}$ in $Z_{F}$ is 1 for every component $F_{j}$ satisfying $Z_{F} F_{j}<0$ and there exists an element $h \in \mathcal{O}_{W, p}$ such that the divisor $\operatorname{div}_{M}(h \circ \phi)$ is normal crossing with exceptional $\operatorname{part}(h)_{F}=Z_{F}$.

Example 2.24. Let $W=\left\{x^{2}+y^{3}+z^{8}=0\right\}$ and $\phi:(M, F) \longrightarrow(W, o)$ be the minimal good resolution of ( $W, o$ ) with exceptional set $F$. From Theorem 2.9, the weighted dual graph of $F$ is as follows:


Following Theorem 2.13, the fundamental cycle $Z_{F}=3 F_{0}+F_{1}+F_{2}+F_{3}$. By computation, we have $Z_{F} F_{0}=0, Z_{F} F_{1}=0, Z_{F} F_{2}=0$ and $Z_{F} F_{3}=-1<0$. The coefficient of $F_{3}$ in $Z_{F}$ is 1. Also, there exists an element $z \in \mathcal{O}_{W, o}$ such that the divisor $\operatorname{div}_{M}(z \circ \phi)$ is normal crossing with exceptional part $(z)_{F}=3 F_{0}+$ $F_{1}+F_{2}+F_{3}$ following Theorem 2.9. Note that $(z)_{F}=Z_{F}$. By Proposition 2.23, we have that $(W, o)$ is a Kodaira singularity.

Theorem 2.25. $(X, o)$ is a Kodaira singularity if and only if $d_{m-1} \leq a_{m}$.

Proof. By Lemma 2.12, if the resolution $f: \tilde{X} \longrightarrow X$ is not the minimal good resolution, then the condition $d_{m-1} \leq a_{m}$ is satisfied. On the other hand, a rational singularity with reduced fundamental cycle is a Kodaira singularity ([11, Theorem 2.9]).

We assume that $f: \tilde{X} \longrightarrow X$ is the minimal good resolution. We have seen that $\operatorname{div}_{\tilde{X}}\left(x_{m}\right)$ is normal crossing (cf. Lemma 2.7). Therefore, it follows from Proposition 2.23, Theorem 2.18 and the proof of Lemma 2.11 that $(X, o)$ is a

Kodaira singularity if and only if $e_{m} \leq \alpha$ and $\left\lceil e_{m} / \alpha_{m}\right\rceil=1$; this condition is equivalent to that $d_{m-1} \leq a_{m}$.

In the situation of Example 2.19, we have $d_{m-1}=6>a_{m}=3$. Hence $(X, o)$ is not a Kodaira singularity by Theorem 2.25.

In the situation of Example 2.20, we have $d_{m-1}=6<a_{m}=7$, and then $(X, o)$ is a Kodaira singularity by Theorem 2.25.
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